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ab initio from first principles

AFM antiferromagnetic

DFT density-functional theory
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𝐸F the Fermi energy
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GGA generalized gradient approximation
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PM paramagnetic

𝑇C Curie temperature

TM transition metal

XA x-ray absorption
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CHAPTER 1

OVERVIEW

The original results presented in this manuscript are published in [1–5].

Spintronics is a multidisciplinary field whose central theme is the active manipula-

tion of spin degrees of freedom in solid-state systems [6]. The goal of spintronics is

to understand the interaction between the particle spin and its solid-state environments

and to make useful devices using the acquired knowledge. Fundamental studies of

spintronics include investigations of spin transport in electronic materials, as well as of

spin dynamics and spin relaxation.

Spintronics covers at least two large groups of interest, those that are used in the novel

applications and those already investigated and applied in well-established schemes and

materials. The latter group, often described as magnetoelectronics typically covers

paramagnetic and ferromagnetic metals and insulators, which utilize magnetoresistive

effects, realized, for example, as magnetic read heads in computer hard drives, circuit

insulators, and nonvolatile magnetic random access memory (MRAM). The nonvolatile

nature of MRAM makes it one of its biggest benefit points when compared to dynamic

random access memory (DRAM). MRAM can also deliver better read and write speeds

and operate at lower voltages, and it has the potential to offer greater scalability. In

addition, MRAM does not require periodic charge refreshes like DRAM and retains data

after the power supply is disconnected. The commercially-produced MRAM products

and the vast majority of MRAM technologies under development are based on magnetic

tunnel junction (MJT) devices which operate because of electron tunneling. An MRAM

device is made up of an array of MTJs that are connected to form the circuitry. This is

similar to how arrays of transistors in an integrated circuit form DRAM.

Spintronics also benefits from a large class of emerging materials, such as ferromag-

netic semiconductors, organic semiconductors, organic ferromagnets, high-temperature

superconductors, and carbon nanotubes, which can bring novel functionalities to the

traditional devices. The physical properties of these materials can be tuned by both

charge and spin, thus, they have great potential of being used in magneto-optical,

magneto-electrical, and magneto-transport devices. Spintronics is an emerging field of
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nanoscale electronics involving the detection and manipulation of electron spin. This

field is in-between magnetic and electrical properties of semiconductors [7]. DMSs

obtained by doping magnetic element as impurity into the host semiconductor are fer-

romagnetic semiconductors and can be used for spintronic devices [8]. In DMS, apart

from electron charge degree of freedom, one uses the spin degree of freedom which can

lead to a new class of devices and circuits.

The starting materials, which were expected to be the promising candidates for

spintronics are Group III-V materials, such as (Ga,Mn)As [9, 10] with the highest

𝑇C ∼ 110 K [11]. Other candidates, which can show this property, are transition

metal doped Group III nitrides, phosphides and semiconducting oxides. Dietl et al.

[12] predicted theoretically a Curie temperature 𝑇C higher than room temperature for

transition element doped semiconducting materials, such as, GaN and ZnO. After the

report of 𝑇C ∼ 280 K in (Zn,Co)O [13], there have been many reports on ZnO-based

DMSs showing high 𝑇C [14].

1.1 ZnO-based DMS

ZnO. Zinc oxide, a representative wide-band-gap II-VI compound semiconductor, has

attracted considerable attention due to its many attractive properties, such as its direct

wide band gap 𝐸g = 3.37 eV, large exciton binding energy (60 meV at room tempera-

ture), good piezoelectric characteristics, chemical stability and biocompatibility. This

suggests a host of possible practical applications such as energy efficient or smart win-

dows, electrodes for solar cells, flat-panel displays, etc. [15]. Recently, ZnO has been

widely considered as a candidate for transparent diluted magnetic semiconductors with

potentially high 𝑇C [16], aiming at practical applications in spintronic devices.

The electronic and the magnetic properties of TM-doped ZnO have been calculated

ab initio by using a wide range of different methods, such as the Korringa-Kohn-

Rostoker coherent potential approximation [17–19], the LMTO method [20–22], the

full potential local orbital band structure method [23], the nonlocal Hartree-Fock method

[24], the real-space multiple-scattering approach [25], the projector augmented wave

method [26–31] and the pseudopotential method [32–36], all based on the LSDA. The
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self-interaction-corrected LSDA to investigate the ground-state valence configuration

of TM = Mn and Co impurities in ZnO is used in [37]. The most of recent ab initio

investigations of the electronic structure, magnetism and transport properties of DMSs

based on electronic structure theory within the LSDA to DFT are summarized in [38].

In wide band gap DMS for low concentrations (e.g., well below percolation thresh-

old), due to the spinodal decomposition phase, nanoclusters of magnetic impurities are

formed [39]. This phase formation always suppresses 𝑇C because produced nanoclus-

ters are well separated and have no magnetic correlation with each other due to the

short-ranged interactions. Thus, the system shows superparamagnetism (i.e., 𝑇C = 0).

However, according to the phenomenology of the superparamagnetism, one can observe

ferromagnetic (hysteretic) behavior in the magnetization process at finite temperature

due to the blocking effect [40]. Using ab initio and Monte Carlo calculations of super-

paramagnetic blocking phenomena in the spinodal decomposition phases it is shown

how the formation of the nanoclusters affects the magnetic properties of DMSs [40–43].

Defects in ZnO. The physical properties of ZnO are well known to be very sensitive

to different kinds of defects in the crystal. In spite of numerous experimental studies

controversy still exist as to what are the relevant native defects of this oxide. Single-

crystal ZnO has always been observed to contain metal excess (or oxygen deficiency)

[44]. The metal excess can be accommodated in part by the presence of zinc interstitials

or oxygen vacancies. Experiments have been inconclusive as to which of these is

the predominant defect. Results presented in the literature point in both directions, and

different interpretations have even been given for the same set of experimental data (see,

for example, Ref. [45]). Interstitial zinc atoms have been proposed as the dominant

defect on the basis of ionic diffusion or size considerations [44, 46–48]. Other authors,

based on calculation of reaction rates [45], diffusion experiments [49], or electrical

conductivity and Hall effect measurements [50] have concluded that oxygen vacancies

give the predominant defect. One would expect that unsolved problem of defects in

pure ZnO will transfer to TM-doped ZnO.

(Zn,Co)O. After the report of 𝑇C ∼ 280 K in (Zn,Co)O [13], there are many reports

on ZnO-based DMSs showing high 𝑇C. A review is presented in [14]. There have been
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a number of reports on the growth of (Zn,Co)O films [13, 51, 52] and characterization

of their structural, magnetic, and optical properties. However, substantial disagreement

of the magnetic and optical properties of magnetic alloys has been found.

Defects in (Zn,Co)O. Despite the partial success, the nature of the host-impurity

couplings, and of the FM interactions in TM-doped oxides, is not very well understood.

The accumulated experience of experiments with thin films of magnetically doped

semiconductors indicates a high sensitivity of the samples to the technology of their

preparation and subsequent heat treatment [53]. The existing technologies, e.g. ion

implantation, pulsed laser deposition, reactive magnetic sputtering etc. permit one to

obtain extremely imperfect films in a state far from thermodynamic equilibrium. Those

samples, as a rule, are unstable against transition to a nonuniform state, specifically:

precipitations of other crystallographic phases, phase separation of the host matrix into

insulating and conducting regions, spinodal decomposition in the magnetic subsystem,

the appearance of diffusion and implantation profiles, etc. Even in carefully controlled

situations, when the precipitation of parasitic phases and aggregations of superparam-

agnetic clusters with an excess concentration of magnetic ions are prevented as much

as possible, it is impossible to completely avoid the fundamental inhomogeneities of

all DMSs, this problem persists for all (Zn,T)O alloys. Therefore it is quite difficult to

interpret any experimental measurements without theoretical calculations.

(Zn,Mn)O. Mn doped DMSs are most suitable for spintronic applications because

the Mn ion possesses the largest magnetic moment compared to other 3𝑑 transitional

metals and it also creates a fully polarized stable state due to its half-filled 3𝑑 bands.

There have been several experimental works on (Zn,Mn)O thin films [26, 54–57],

powders [26, 58], nanostructures [59–61], and bulks [62]. However, contradictory

conclusions, including PM, FM and AFM behaviors have been obtained. Some groups

observed high-temperature ferromagnetism in low-temperature-grown bulk and thin

films of ZnO doped by Mn [26, 63] whereas others have observed PM or even spin-

glass behaviors [54, 64]. In addition, some studies have shown the absence of FM

ordering in single-phase (Zn,Mn)O down to 2 K [65]. Moreover, two samples with

different Mn concentrations and different magnetic properties at room temperature,
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namely FM in the case of (Zn0.98Mn0.02O) and no magnetic order for (Zn0.96Mn0.04O),

have been reported by Bondino et al. [66]. The inconsistent results indicate that the

magnetic properties of (Zn,Mn)O are highly sensitive to the preparation methods and

conditions. In fact, depending on the growth modes and mechanisms, microstructures

in (Zn,Mn)O systems, such as the distribution of Mn ions in ZnO crystal lattice and the

local environment around Mn ions, are very different, which considerably affects the

magnetic properties of the (Zn,Mn)O.

Defects in (Zn,Mn)O. The influence of various defects on the electronic and the

magnetic structures of (Zn,Mn)O DMSs was investigated theoretically by several authors

[18, 19, 25, 67]. Gu et al. [67] used the Haldane-Anderson impurity model and the tight-

binding approximation to study the FM state in the compound (Zn,Mn)O. They found

that the FM correlations were strongly influenced by the crystal structure. In particular,

in 𝑝-type (Zn,Mn)O, they observed the development of FM correlations with an extended

range at low temperatures for wurtzite and zinc-blende crystal structures. However, for

the rocksalt structure, no FM correlations were observed between the impurities. Iuşan

et al. [18] studied Mn-doped ZnO in the presence of several defects by a using combined

approach of ab-initio electronic structure calculations with Korringa-Kohn-Rostoker-

coherent potential approximation and Monte Carlo simulations. Electronic structure

and magnetic interactions are found to have similar trends for wurtzite and zinc-blende

crystal structures. A weak AFM interaction is found for 5% Mn doping in defect-

free ZnO. Defects such as O vacancies and Zn interstitials lead to AFM interactions

between the Mn atoms while Zn vacancies and oxygen substitution by nitrogen yield

FM interactions. As the concentration of Mn is low and the exchange interactions are

short ranged, simulations show the values of the 𝑇C not more than 50 K. However, for a

few cases with codoping of Mn and defects, the higher 𝑇C of around 130 K are obtained.

Based on ab initio calculations Yan et al. [25] proposed that the Zn vacancy could

induce room-temperature FM state in Mn-doped ZnO.

XA and XMCD spectra in DMSs. Most of interest in previous investigations is

concentrated on the nature of the magnetic interactions in the DMSs. In the present

study, the focus is on XA, XMCD and XLD spectra in TM-doped ZnO-based DMSs.
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The XMCD is a powerful tool to study the element-specific local magnetic moments

and the spin and orbital polarizations of the local electronic states by measuring the

difference of XA intensities of left and right directions of circular polarization.

Field and temperature dependences of the XA and XMCD spectra at the V 𝐿2,3 edges

are reported by Ishida et al. [68]. They found a linear increase of the XMCD signal with

external magnetic field indicating that the PM signal dominates the XMCD signal and

that the FM component is small, consistent with their magnetization measurements. The

XA and the XMCD spectra at the Zn, Mn, and O 𝐾 and the 𝐿2,3 edges in the Mn-doped

ZnO have been measured by several groups [25, 69–80]. The XA and XMCD spectra

at the Fe 𝐿2,3 edges also have been measured by several groups [71, 81–83]. The XA

and XMCD spectra at the Zn, Co, and O 𝐾 and 𝐿2,3 edges for the Co-doped ZnO have

been measured by several groups [84–90, 69, 91–100]. Theoretically dichroism spectra

in DMSs have been investigated mostly using atomic multiplet calculations with some

adjustable parameters [84, 86, 88, 69, 97, 70]. DFT calculations of XA spectra at Mn,

and O 𝐾-edges for the (Zn,Mn)O DMS have also been reported [25, 101].

1.2 A-site ordered double perovskites.

The past decade has witnessed dramatic progress in the fundamental physics of multi-

ferroics and magnetoelectrics. The challenge and opportunity for solid state physicists

is to identify mechanisms that provide large, robust, and coupled magnetization and

polarization, combined with large susceptibilities at low electric or magnetic fields, all

at room temperature. Multiferroics continue to reveal novel, unanticipated physics, and

the potential applications now stretch far beyond electrical control of ferromagnetism.

The recent progress on the basic materials physics aspects stimulates the physics com-

munity to dream up entirely new device paradigms that exploit the novel and unique

functionalities of multiferroics.

Multiferroics are materials that possess both ferroelectric and magnetic order, and

these two types of order have symmetry restrictions that multiferroics must simultane-

ously satisfy. Ferroelectrics must have their space inversion symmetry broken. This

means only crystals with noncentrosymmetric space groups can exhibit ferroelectricity
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[102]. There is plenty of fascinating physics in these materials, owing to the strong

entanglement of spin-charge-orbital degrees of freedom [103, 104] and great potential

for technological applications in energy-efficient information processing and storage

[105–107]. For widespread implementation of new technology, the coexistence of long

range magnetic and electric orders at room temperature will be required. Tt present,

there is only one material, BiFeO3, known to exhibit ferroelectric and AFM orders above

room temperature [108]. Recently, several manganese and iron oxides have been shown

to possess strong magnetic coupling and be promising for realizing room-temperature

multiferroic materials. However, ferroelectricity in these materials is rather weak [109].

So far, room-temperature ferroelectric materials are generally associated to single

perovskites based on second-order Jahn-Teller active cations with 𝑑0 (Ti4+, Zr4+, Nb5+)

or 𝑠2 (Pb2+, Bi3+) valence band electron configurations. These cations are prone to

anisotropic covalent bonding with ligands inducing structural distortions that may lead

to the appearance of a collective polar mode and a macroscopic electric dipolar moment,

whenever the relevant distortions do not allow generating antiparallel effects [110].

TM perovskites have been studied for half a century, and most intensively during the

last decade, for their fascinating electronic and magnetic properties arising from narrow

3𝑑 bands and strong Coulomb correlations [111–115]. Perovskite structure oxides with

the general formula ABO3 display a large variety of intriguing properties and raise lots

of important fundamental issues in solid state physics and chemistry. The structure can

be described as a framework of corner-sharing BO6 octahedra that has an A-site cavity

formed by twelve coordinated oxygen ions. The smaller B-site cations have octahedral

coordination by the O anions. The octahedra share corners to form a three dimen-

sional network, while the larger A-site cations sit in the 12-coordinate cubo-octahedral

cavities within this network. Perovskites display a wide range of properties including

superconductivity (e.g. (Ba,K)BiO3), colossal magnetoresistance (e.g. (La,Ca)MnO3),

itinerant electron ferromagnetism (e.g. SrRuO3), multiferroic behavior (e.g. TbMnO3),

ferroelectricity (e.g. BaTiO3), piezoelectricity (e.g. Pb(Zr,Ti)O3), and ionic conduc-

tivity (e.g. La0.67−𝛿Li0.33−𝛿′TiO3, BaCeO3−𝛿). Perovskites arguably represent the most

important family of complex oxides. Distortions from the ideal perovskite structure can
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significantly impact the physical properties. Octahedral tilting distortions, which are

present in 80-90% of all perovskites, occur when the A-site cation is too small for the

cubo-octahedral cavities [116, 117]. The octahedral tilting distortions alter the conduc-

tion bandwidth [118] and the strength of the magnetic superexchange interactions [119]

and provide a mechanism for fine tuning the electrical, magnetic and optical properties.

More sophisticated double perovskites, e.g., those that are called “A-site ordered”

with the general formula AA′
3B4O12, comprise one more site (A′) for cations with

unusual two-dimensional square oxygen coordination. The A-site ordered perovskite-

structure oxides AA′
3B4O12 can be obtained by filling 3/4 of the A sites with small TM

cations and the other 1/4 with larger alkali, alkaline earth, or rare earth cations. They

have a 2𝑎×2𝑎×2𝑎 structure stabilized by heavy-tilted BO6 octahedra and consequently

forming A′O4 square-planar units. Cu and Mn are typical TM cations readily accom-

modated by the A′ site. Compounds with this structure type were synthesized in the

1960s and 1970s [120, 121], and recently lots of fascinating functional properties have

been discovered in this class of compounds. Among them are a large dielectric constant

in CaCu3Ti4O12 [122], a large negative thermal-expansion-like volume change due to

intersite charge transfer in LaCu3Fe4O12 [123], and multiferroism in CaMn3Mn4O12

(or CaMn7O12) [124]. New A-site ordered perovskites with novel properties recently

have attracted much attention [125]. These perovskites not only have the B-B inter-

action (or B-O-B interaction via oxygen ions) largely responsible for the properties of

simple perovskites but also have interactions between the TM ions at the A′ sites (A′-A′

interaction) and between those at the A′ and B sites (A′-B interaction).

Among different families of the A-site ordered AA′
3B4O12 double perovskites, the

most studied to date are compounds with B = Fe due to their nontrivial magnetic proper-

ties and charge disproportionation reactions, which can lead to spectacular phenomena

[123]. Members of other double-perovskite families, e.g., those of V-based perovskites,

AA′
3V4O12, also find various applications, but they are less systematically studied to

date [126, 127]. Recent investigations of some vanadium compounds show that V-based

perovskites may reveal rather spectacular and novel physical properties [127, 128].

Recently, Aimi et al. [129] have synthesized a new tetragonal double perovskite
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ferroelectric CaMnTi2O6 with less common A-site order and proved that A-site ordering

and second-order Jahn-Taller distortions can couple to enable ferroelectricity. Gou et al.

[130] identify the origin of the ferroelectricity in CaMnTi2O6 using ab initio calculations

combined with detailed symmetry analyses. They explore the material properties

of CaMnTi2O6, including its ferroelectric polarization, dielectric and piezoelectric

responses, magnetic order, electronic structure, and optical absorption coefficient. It is

found that CaMnTi2O6 exhibits room-temperature-stable ferroelectricity and moderate

piezoelectric responses. CaMnTi2O6 presents a new class of ferroelectric perovskites

for potential applications in ferroelectric photovoltaic solar cells. Soft XA and XMCD

spectra for CaMnTi2O6 have been measured recently by Herrero-Martin et al. [110].

CaCo3V4O12 has been synthesized by Ovsyannikov et al. [131]. It has been

shown that this new double perovskite possesses high-spin Co2+ ions in the 𝐼𝑚3̄ cubic

symmetry. The magnetic susceptibility measured on bulk polycrystalline samples of

CaCo3V4O12 shows a sharp maximum around 98 K, which is a characteristic of an

AFM ordering transition. The authors established that the Co2+ ions in Co3V4O12

are in the high-spin state with a sizable orbital moment. Electrical resistivity data

suggest semiconducting behavior in the temperature range of 1.6–370 K. The chemical

formula of this perovskite can be written as Ca2+Co2+
3 V4+

4 O2−
12 . Later Ovsyannikov et al.

have investigated the structural, vibrational, magnetic, and electronic properties of the

CaCo3V4O12 perovskite at low temperatures and high pressure [127]. They have found

no apparent signatures of metallization of this perovskite up to 60 GPa. From the high-

pressure thermoelectric power measurements its electrical conduction is described as

semimetallic and strongly compensated. By means of ambient-pressure neutron powder

diffraction, the authors established that below 100 K CaCo3V4O12 transforms into an

AFM phase in which all the magnetic moments of the Co2+ ions are aligned along the

𝑐-axis, and the magnetic structure has a 2-fold periodicity along this axis. They also

have measured the XA spectra at the Ca, Co, and V 𝐾 edges at 70 K and 298 K.

The energy band structure of CaCo3V4O12 is calculated within the ab initio ap-

proach taking into account strong electron correlations by applying a GGA to the DFT

supplemented by a Hubbard𝑈 term (GGA+𝑈) [132].



CHAPTER 2

THEORETICAL FRAMEWORK

2.1 Density Functional Theory

Ab initio theoretical investigation of solids ends in obtaining a quantum many-body

problem solution. In general, that requires the Schrödinger or Dirac equation to be

solved for an enormous number of nuclei and electrons. It is out of question to deal with

the task of such difficulty without any approximations, and the first one is to “freeze”

the nuclei at fixed positions, taking into account only the electron subsystem. In this so

called Born-Oppenheimer adiabatic approximation the non-relativistic Hamiltonian of

a many-electron system in a crystal with the ideal lattice is (in atomic units)

𝐻 = −
∑︁
𝑖

∇2
𝑖 +

∑︁
𝑖

𝑉 (r𝑖) +
∑︁
𝑖, 𝑗

′ 2
|r𝑖 − r 𝑗 |

, (2.1)

where the first term is the sum of the kinetic energies of the individual electrons, the

second defines the interaction of each of these electrons with the external potential

generated by the nuclei, and the final term contains the repulsive Coulomb interaction

energy between pairs of electrons.

It is interesting to note here that the kinetic and electron-electron terms are indepen-

dent of the particular kind of a many-electron system (Br2 or H2O, Cu or Fe, bcc-Fe or

fcc-Fe, ...), they are universal. System-specific information (which nuclei and on which

positions) is given entirely by the second term of the above equation.

The motion of electrons in condensed media is highly correlated. At first glance, this

leads to the conclusion that it is impossible to describe such a system in an approximation

of independent particles. However, we can use a model system of non-interacting

particles, where the total energy 𝐸 and the electron density 𝜌(r) match similar functions

of the real system, and all the effects of interactions between electrons are described by

an external field. This is the essence of the DFT.

Formalism. The DFT is based on the Hohenberg and Kohn theorem [133] whereby

there is one-to-one correspondence between the ground state electron density 𝜌(r) of

a many-electron system and the external potential 𝑣ext(r), and thus all ground state
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properties of the interacting electron gas can be retrieved in a unique way from the

electron density 𝜌(r) only, i.e. they can be described by introducing certain functionals

of the density. The standard Hamiltonian of the system is replaced by [134]

𝐸 [𝜌] =
∫

𝑑r𝜌(r)𝑣ext(r) +
∫ ∫

𝑑r′𝑑r
𝜌(r′)𝜌(r)
|r′ − r| + 𝐺 [𝜌], (2.2)

where 𝑣ext(r) is the external potential. The functional 𝐺 [𝜌] includes the kinetic and

exchange-correlation energy of electrons. The ground state total energy of the system

is given by the minimal value of the functional 𝐸 [𝜌] which is reached for the ground

state electron density corresponding to 𝑣ext(r). Note that 𝐺 [𝜌] is universal and does

not depend on any external fields.

Sham and Kohn [135] suggested a form for 𝐺 [𝜌]

𝐺 [𝜌] = 𝑇 [𝜌] + 𝐸xc[𝜌], (2.3)

where 𝑇 [𝜌] is the kinetic energy of the system of noninteracting electrons with density

𝜌(r) and the functional 𝐸xc[𝜌] contains many-electron effects, namely the exchange

and correlation.

The ground state can be found by minimizing 𝐸 [𝜌] with respect to single-particle

wave functions 𝜑𝑖 (r) subject to the usual normalization constraints ⟨𝜑𝑖 |𝜑 𝑗⟩ = 𝛿𝑖 𝑗 .
The Lagrange multiplier method of minimization leads to the Kohn-Sham Schrödinger-

like equations [
−∇2 −

∑︁
𝐼

2𝑍𝐼
|r − R𝐼 |

+
∫

𝑑r′
2𝜌(r′)
|r′ − r| +𝑉xc(r)

]
𝜑𝑖 = 𝜀𝑖𝜑𝑖 . (2.4)

Here, R𝐼 is the position of the nucleus 𝐼 of charge 𝑍𝐼 . 𝜀𝑖 are the Lagrange factors

forming the energy spectrum of one-particle states. The exchange-correlation potential

𝑉xc is a functional derivative

𝑉xc(r) =
𝛿𝐸xc[𝜌(r)]
𝛿𝜌(r) . (2.5)
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The exact ground state electron density of a 𝑁-electron system is

𝜌(r) =
𝑁∑︁
𝑖=1

|𝜑𝑖 (r) |2, (2.6)

where the single-particle wave functions 𝜑𝑖 (r) are the 𝑁 lowest-energy solutions of

Kohn-Sham equations (2.4).

Thus to find the ground state of a many-electron system Schrödinger-like equations

for non-interacting particles described by the wave functions 𝜑𝑖 (r) should be solved.

Although the DFT is rigorously substantiated only for the ground state, and for the

exchange-correlation energy functional there are at present only rough approximations,

the importance of this theory to practical applications can hardly be overestimated, since

it reduces the many-electron problem to an essentially one-particle problem with the

effective local potential

𝑉 (r) = −
∑︁
𝐼

2𝑍𝐼
|r − R𝐼 |

+
∫

𝑑r′
2𝜌(r′)
|r′ − r| +𝑉xc(r). (2.7)

Obviously, Kohn-Sham equations (2.4) should be solved self-consistently, since 𝑉 (r)
depends on the orbitals 𝜑𝑖 (r) which are being searched.

Equations (2.2)–(2.6) are exact in so far as they define exactly the electron density

and the total energy when an exact value of the functional 𝐸xc[𝜌] is given. Thus, the

central issue in applying DFT is the way in which the functional 𝐸xc[𝜌] is defined.

The formally exact expression of 𝐸xc[𝜌] for the inhomogeneous electron gas may be

written as the Coulomb interaction between an electron and the exchange-correlation

hole with the charge density 𝜌xc(r, r′ − r) which surrounds it (the region immediately

surrounding any electron is depleted of other electrons because of the Pauli exclusion

principle and electrostatic repulsion; this positively charged region is the exchange-

correlation hole) [136–138]:

𝐸xc[𝜌] =
1
2

∫
𝑑r𝜌(r)

∫
𝑑r′

𝜌xc(r, r′ − r)
|r′ − r| . (2.8)
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In (2.8), 𝜌xc is defined as

𝜌xc(r, r′ − r) = 𝜌(r′)
∫ 2

0
𝑑𝜆[𝑔(r′, r;𝜆) − 1], (2.9)

where 𝑔(r′, r;𝜆) is the pair correlation function, 𝜆 is the coupling constant.

The functional 𝐸xc[𝜌] turns out to be independent of the actual shape of the

exchange-correlation hole. Indeed, the variable substitution R = r′ − r in (2.8) al-

lows to perform integration over angles of the vector R, so that [139]

𝐸xc[𝜌] = 2𝜋
∫

𝑑r𝜌(r)
∫

𝑑𝑅 𝑅 𝜌xc(r, 𝑅), (2.10)

𝜌xc(r, 𝑅) =
1

4𝜋

∫
𝑑R̂𝜌xc(r,R). (2.11)

Thus the 𝐸xc[𝜌] is in fact depends only on the spherically averaged charge density,

which follows from the isotropic nature of the Coulomb interaction. Since the hole

contains one electron, the hole charge density satisfies the sum rule [139]

4𝜋
∫

𝑑𝑅 𝑅2 𝜌xc(r, 𝑅) = −2. (2.12)

Local Density Approximation. The simplest and most frequently used approxima-

tion for the exchange-correlation potential 𝑉xc(r) is the LDA, where 𝜌xc(r, r′ − r) has a

form similar to that for a homogeneous electron gas, but with the density at every point

of the space replaced by the local value of the charge density 𝜌(r):

𝜌xc(r, r′ − r) = 𝜌(r)
∫ 2

0
𝑑𝜆[𝑔0( |r′ − r|;𝜆) − 1], (2.13)

where 𝑔0( |r′ − r|;𝜆) is the pair correlation function of a homogeneous electron system.

This approximation satisfies the sum rule (2.12), which is one of its basic advantages.

Substituting (2.13) into (2.8) we obtain the LDA functional[134]:

𝐸xc[𝜌] =
∫

𝑑r𝜌(r)𝜀xc(𝜌(r)). (2.14)
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Here, 𝜀xc is the contribution of exchange and correlation into the total energy (per

electron) of a homogeneous interacting electron gas with the density 𝜌(r). This ap-

proximation corresponds to surrounding every electron by an exchange-correlation hole

and must, as expected, be quite good when 𝜌(r) varies slowly. Calculations of 𝜀xc

by several techniques led to results which differed from one another by a few percent

[140]. Therefore, we may consider the quantity 𝜀xc(𝜌) to be well defined enough. The

interpolation expression for 𝜀xc(𝜌) was given by Hedin and Lundquist [141]. In the

LDA, the effective potential (2.7) is

𝑉 (r) = −
∑︁
𝐼

2𝑍𝐼
|r − R𝐼 |

+
∫

𝑑r′
2𝜌(r′)
|r′ − r| + 𝜇xc(r), (2.15)

where 𝜇xc(r) is the exchange-correlation part of the chemical potential of a homogeneous

interacting electron gas with the local density 𝜌(r),

𝜇xc(r) =
𝑑 (𝜌(r)𝜀xc(𝜌(r)))

𝑑𝜌(r) . (2.16)

For spin-polarized systems, the LSDA [135, 142] is used

𝐸xc[𝜌+, 𝜌−] =
∫

𝑑r𝜌(r)𝜀xc(𝜌+(r), 𝜌−(r)). (2.17)

Here, 𝜀xc(𝜌+, 𝜌−) is the exchange-correlation energy per electron of a homogeneous

system with the densities 𝜌+(r) and 𝜌−(r) for spins up and down, respectively.

The LDA and LSDA contain no fitting parameter. Furthermore, since the DFT has no

small parameter, a purely theoretical analysis of the accuracy of different approximations

is almost impossible. Thus, the application of any approximation to the exchange-

correlation potential in the real systems may be justified by a tolerable agreement

between the calculated and experimental data.

LDA+𝑈 method. The main difference between the LDA and the exact density

functional is that in the latter the potential must jump discontinuously as the number

of electrons 𝑁 increases through integer values [143] and in the former the potential is
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a continuous function of 𝑁 . The absence of the potential jump, which appears to the

exact density functional, is the reason for LDA failure in describing the band gap of

Mott insulators such as transition metal and rare-earth compounds [144]. The second

important fact is that while LDA orbital energies which are derivatives of the total energy

𝐸 on orbital occupation numbers 𝑛𝑖 (𝜀𝑖 = 𝜕𝐸/𝜕𝑛𝑖) are often in rather bad agreement

with experiment or more rigorous calculations, the LDA total energy is usually quite

good. A good example is a hydrogen atom where the LDA orbital energy is –0.54 Ry

(instead of –1.0 Ry) but the total energy (–0.976 Ry) is quite close to –1.0 Ry [145]. The

way to overcome this deficiency of the LDA was suggested in Ref. [132] by adding an

orbital-dependent correction to LDA potential, the so-called LDA+𝑈 method. The main

idea of the LDA+𝑈 method is to separate electrons into two subsystems: localized 𝑑 or

𝑓 electrons for which the Coulomb 𝑑-𝑑 or 𝑓 - 𝑓 interactions should be taken into account

in model Hamiltonian (through one-site Coulomb interaction𝑈) and delocalized 𝑠 and 𝑝

electrons which are described by an orbital-independent one-electron potential (LDA).

The meaning of 𝑈 has been carefully discussed by Herring [146]. In a 3𝑑 electron

system with 𝑛 3𝑑 electrons per atom,𝑈 is defined as the energy cost for the reaction

2𝑑𝑛 → 𝑑𝑛+1 + 𝑑𝑛−1,

i.e., the energy cost for moving a 3𝑑 electron between two atoms which both initially

had 𝑛 3𝑑 electrons.

Let us consider 𝑑 ion as an open system with a fluctuating number of 𝑑 electrons.

The correct formula for the Coulomb energy of 𝑑-𝑑 interactions as a function of the

number of 𝑑 electrons 𝑁 given by the LDA should be 𝐸 = (𝑈/2)𝑁 (𝑁 − 1) [147]. If we

subtract this expression from the LDA total energy functional and add a Hubbard-like

term (neglecting for a while exchange and nonsphericity) we will have the following

functional:

𝐸 = 𝐸LDA − 𝑈
2
𝑁 (𝑁 − 1) + 𝑈

2

∑︁
𝑖≠ 𝑗

𝑛𝑖𝑛 𝑗 . (2.18)

The orbital energies 𝜀𝑖 are derivatives of (2.18) on orbital occupation numbers 𝑛𝑖:
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𝜀𝑖 = 𝜕𝐸/𝜕𝑛𝑖 = 𝐸LDA +𝑈 (1/2 − 𝑛𝑖) .

This simple formula gives the shift of the LDA orbital energy −𝑈/2 for occupied

orbitals (𝑛𝑖 = 1) and +𝑈/2 for unoccupied orbitals (𝑛𝑖 = 0). The half-filled orbitals

(𝑛𝑖 = 1/2) are not shifted. A similar formula is found for the orbital dependent potential

𝑉𝑖 (r) = 𝛿𝐸/𝛿𝑛𝑖 (r) where variation is taken not on the total charge density 𝜌(r) but on

the charge density of a particular 𝑖-th orbital 𝑛𝑖 (r):

𝑉𝑖 (r) = 𝑉LDA(r) +𝑈 (1/2 − 𝑛𝑖). (2.19)

Expression (2.19) restores the discontinuous behavior of the exact DFT.

The functional (2.18) neglects exchange and nonsphericity of the Coulomb 𝑑-𝑑

interaction. If we take into account exchange, then for electrons with the same spin

projection 𝜎, the interaction energy will be (𝑈 − 𝐽), where 𝐽 is the exchange parameter,

and with different spins it is still𝑈:

𝐸 =
𝑈

2

∑︁
𝑚,𝑚′,𝜎

𝑛𝑚𝜎𝑛𝑚′−𝜎 + 𝑈 − 𝐽
2

∑︁
𝑚′,𝑚≠𝑚′,𝜎

𝑛𝑚𝜎𝑛𝑚′𝜎 . (2.20)

In the LDA exchange is partially taken into account in such a way that the number

of electrons with different spin projections are equal (𝑁↑ = 𝑁↓, 𝑁 = 𝑁↑ + 𝑁↓). That

leads to the following expression for the LDA Coulomb energy of 𝑑-𝑑 interactions as a

function of total number of 𝑑 electrons 𝑁: (𝑈/2)𝑁 (𝑁 − 1) − (𝐽/2)𝑁 (𝑁 − 2).
Finally we could taken into account non-sphericity of the Coulomb and exchange

interactions, i.e., dependence on what particular orbitals 𝑚 and 𝑚′ are occupied by

introducing matrices𝑈𝑚𝑚′ and 𝐽𝑚𝑚′:

𝑈𝑚𝑚′ =
∑︁
𝑘

𝑎𝑘𝐹
𝑘 , (2.21)

𝐽𝑚𝑚′ =
∑︁
𝑘

𝑏𝑘𝐹
𝑘 , (2.22)
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𝑎𝑘 =
4𝜋

2𝑘 + 1

𝑘∑︁
𝑞=−𝑘

⟨𝑙𝑚 | 𝑌𝑘𝑞 | 𝑙𝑚⟩⟨𝑙𝑚′ | 𝑌 ∗
𝑘𝑞 | 𝑙𝑚

′⟩, (2.23)

𝑏𝑘 =
4𝜋

2𝑘 + 1

𝑘∑︁
𝑞=−𝑘

| ⟨𝑙𝑚 | 𝑌𝑘𝑞 | 𝑙𝑚′⟩ |2 . (2.24)

𝐹𝑘 are Slater integrals and ⟨𝑙𝑚 |𝑌𝑘𝑞 |𝑙𝑚′⟩ are integrals over products of three spherical

harmonics 𝑌𝑙𝑚.

One can now write the total energy functional in the form [147]:

𝐸 = 𝐸LDA − 𝑈
2
𝑁 (𝑁 − 1) + 𝐽

4
𝑁 (𝑁 − 2)+

1
2

∑︁
𝑚,𝑚′,𝜎

𝑈𝑚𝑚′𝑛𝑚𝜎𝑛𝑚′−𝜎+

1
2

∑︁
𝑚′,𝑚≠𝑚′,𝜎

(𝑈𝑚𝑚′ − 𝐽𝑚𝑚′)𝑛𝑚𝜎𝑛𝑚′𝜎 .

(2.25)

Let 𝑈eff = 𝑈 − 𝐽/2. The derivative of (2.25) over orbital occupancy 𝑛𝑚𝜎 gives us

the expression for the orbital-dependent one-electron potential [147]:

𝑉𝑚𝜎 (r) = 𝑉LDA(r) +
∑︁
𝑚′

(𝑈𝑚𝑚′ −𝑈eff)𝑛𝑚−𝜎+∑︁
𝑚′≠𝑚

(𝑈𝑚𝑚′ − 𝐽𝑚𝑚′ −𝑈eff)𝑛𝑚𝜎 +𝑈eff

(
1
2
− 𝑛𝑚𝜎

)
− 𝐽

2
. (2.26)

In order to calculate the matrices𝑈𝑚𝑚′ and 𝐽𝑚𝑚′ one should know the Slater integrals

𝐹𝑘 (𝐹0, 𝐹2, 𝐹4 for 𝑑 electrons). The screened Coulomb and exchange parameters 𝑈

and 𝐽 can be calculated self-consistently in the supercell approximation as described in

Ref. [148]. The Coulomb parameter 𝑈 can be identified with the Slater integral 𝐹0. If

we average matrices 𝑈𝑚𝑚′ and (𝑈𝑚𝑚′ − 𝐽𝑚𝑚′) over all possible pairs of 𝑚𝑚′ we should

obtain 𝑈 and (𝑈 − 𝐽) as in expression (2.20). Using properties of the Clebsch-Gordan

coefficients one can prove that this averaging gives [147]:

𝑈 =
1

(2𝑙 + 1)2

∑︁
𝑚𝑚′

𝑈𝑚𝑚′ = 𝐹0, (2.27)
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𝑈 − 𝐽 = 1
2𝑙 (2𝑙 + 1)

∑︁
𝑚𝑚′

(𝑈𝑚𝑚′ − 𝐽𝑚𝑚′) = 𝐹0 − (𝐹2 + 𝐹4), (2.28)

𝐽 = (𝐹2 + 𝐹4)/14. (2.29)

To define all three Slater integrals from 𝑈 and 𝐽 one needs to know only the ratio

𝐹4/𝐹2. In Ref. [149] 𝐹2 and 𝐹4 are tabulated for all 3𝑑 metals. The ratio 𝐹4/𝐹2 for all

ions is between 0.62 and 0.63. So if we fix the value of this ratio at 0.625, the expression

for the Slater integrals are

𝐹2 =
14

1.625
𝐽, (2.30)

𝐹4 = 0.625𝐹2. (2.31)

Expressions (2.21)–(2.31) define the so-called LDA+𝑈 method [132, 147]. The

most important property of LDA+𝑈 functional is its discontinuity and the maximum

occupied orbital energy as the number of electrons increases through an integer value,

the absence of which is the main deficiency of the LDA comparing with the exact

density functional [143] as far as band gaps are concerned.

The LDA+𝑈 method was proved to be a very efficient and reliable tool in calculating

the electronic structure of systems where the Coulomb interaction is strong enough to

cause localization of the electrons. It works not only for nearly core-like 4 𝑓 orbitals

of rare-earth ions, where the separation of the electronic states in the subspaces of the

infinitely slow localized orbitals and infinitely fast itinerant ones is valid [150], but also

for such systems as transition metal oxides, where 3𝑑 orbitals hybridize quite strongly

with oxygen 2𝑝 orbitals [132], and 5 𝑓 compounds, where the degree of localization of

𝑓 states is not so clear as in 4 𝑓 metals [151].

2.2 Linear Method of MT Orbitals

The traditional methods of solving the Kohn-Sham equations (like any other single-

particle equations) may be divided into those which express the wave functions as linear

combinations of some fixed basis functions and those which employ matching of partial

waves. The linear muffin-tin orbital (LMTO) method employs a fixed basis set in the

form of muffin-tin orbitals (MTO). A MTO is everywhere continuous and differentiable,
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and inside the so-called muffin-tin (MT) spheres it is constructed from the partial waves

and their first energy derivatives evaluated at a fixed but arbitrary energy. Outside the

spheres the MTO is a spherical wave at fixed energy and phase shift of 𝜋/2. If the linear

combinations of MTOs are used in a variational procedure the LMTO secular equations

in terms of the matrix elements of the single-particle Hamiltonian in the MTO states and

overlap matrices are obtained. The equations will give all eigenvalues and eigenvectors

at a given point in k space in one single matrix diagonalization.

Atomic Sphere Approximation. One of the first band theory calculation methods

was that proposed by Wigner and Seitz in 1933 [152]. In this method the crystal is

divided into polyhedral Wigner-Seitz cells inside which the potential is assumed to be

spherically symmetric. This approximation is good enough for close-packed crystal

structures with 8–12 nearest neighbors on a central atom. In this case, the solution of

the Schrödinger equation of arbitrary energy 𝐸 may be represented by the partial waves

Φ𝐿 (r, 𝐸) ≡ i𝑙𝑢𝑙 (𝑟, 𝐸)𝑌𝐿 (r̂), (2.32)

where the index 𝐿 is a combination of the quantum numbers 𝑙, 𝑚; 𝑢𝑙 is the solution of

the radial Schrödinger equation.

The wave function of a valence electron in a crystal has the form

Ψk(r, 𝐸) =
∑︁
𝐿

𝐶𝐿 (k)
∑︁
R

eik·R𝜃 (r − R)Φ𝐿 (r − R, 𝐸). (2.33)

Here, R is the lattice vector, 𝜃 (r) is the function equal to unity inside the cell located at

the coordinate origin and to zero outside the cell.

If, for a given 𝐸 and wave vector k we find the coefficients 𝐶𝐿 (k) so that Ψk(r, 𝐸),
and its derivative are continuous functions on passing from one Wigner-Seitz cell to

the other, (2.33) is the solution of the Schrödinger equation in the crystal, and 𝐸 is

the energy eigenvalue for the wave vector k. Obviously, these boundary conditions

depend on k and crystal structure. In the atomic sphere approximation (ASA), when the

Wigner-Seitz cell is replaced by a sphere of equivalent volume, this condition reduces
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to that specified for the radial logarithmic derivatives

𝐷 𝑙 (𝐸) ≡ 𝑆𝑢′𝑙 (𝑆, 𝐸)/𝑢𝑙 (𝑆, 𝐸), (2.34)

where Ω0 is the volume of the Wigner-Seitz cell and the sphere radius is defined from

the condition 𝑆 = (3Ω0/4𝜋)1/3.

It has been proved that for a arbitrary k-point the boundary condition in the Wigner-

Seitz method can almost never be satisfied, while the spherical approximation of the

k-space is very crude. For this reason, this method was almost never used for 40 years.

To overcome these difficulties, in 1937, Slater proposed to use touching MT spheres

[153]. In the MT model, the potential inside the spheres is spherically symmetric, while

in the interstitial region it is assumed to be equal to the constant 𝑉c. In this region,

which for the close-packed structures takes up approximately 30% of the cell volume,

the kinetic energy of an electron equals 𝑞2
0 = 𝐸 −𝑉c.

Later, the calculation of the band structure is formulated in terms of multiple

scattering of an electron wave between the MT spheres which led to the Korringa-

Kohn-Rostoker (KKR) method. The major difficulty of the KKR method equations

det|𝐴k
𝐿′𝐿 (𝐸) + 𝛿𝐿′𝐿 𝑞0 cot 𝜂𝑙 | = 0, (2.35)

written here in the notation of phase shifts, is the dependence of the structure constants

𝐴k
𝐿′𝐿 on the energy 𝐸 . The potential function in KKR

𝑞0 cot 𝜂𝑙 = 𝑞0
𝑛𝑙 (𝑞0𝑆)𝐷 𝑙 (𝑆, 𝐸) − 𝑞0𝑆𝑛

′
𝑙
(𝑞0𝑆)/𝑛𝑙 (𝑞0𝑆)

𝑗𝑙 (𝑞0𝑆)𝐷 𝑙 (𝑆, 𝐸) − 𝑞0𝑆 𝑗
′
𝑙
(𝑞0𝑆)/ 𝑗𝑙 (𝑞0𝑆)

(2.36)

also depends strongly on 𝑞0. However, the dependence of the structure constants and

potential function on 𝑞0 to a large extent cancel each other out, as was shown in the

derivation of a parametric representation of the Fermi surface of transition metals (TM)

[154, 155]. Thus, 40 years after the proposal of the cellular method Andersen proposed

to return to the ASA but in the KKR formalism [156]. In the ASA, the volume of the
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interstitial region is zero, so that only one condition is specified for 𝑞2
0, i.e., it should

approximate the kinetic energy of an electron in all outer regions of the atomic spheres.

Andersen used 𝑞2
0 = 0. This condition significantly simplifies the KKR equations,

det|𝑆k
𝐿′𝐿 − 𝛿𝐿′𝐿𝑃𝑙 (𝐸) | = 0, (2.37)

where the potential function is

𝑃𝑙 (𝐸) = 2(2𝑙 + 1)𝐷 𝑙 (𝐸) + 𝑙 + 1
𝐷 𝑙 (𝐸) − 𝑙

, (2.38)

the structure constants are

𝑆k
𝐿′𝐿 =

∑︁
R≠0

eikR𝑆𝐿′𝐿 (R), (2.39)

𝑆𝐿′𝐿 (R) = − 8𝜋(2𝑙 + 2𝑙′ − 1)!!
(2𝑙 − 1)!!(2𝑙′ − 1)!!

×
𝑙′′=𝑙+𝑙′∑︁
𝐿′′

𝐶𝐿𝐿′′𝐿′ (−i)𝑙′′
(
𝑅S

𝑆

)−𝑙′′−1
𝑌𝐿′′ (R̂) (2.40)

and 𝐶𝐿𝐿′′𝐿′ are the Gaunt coefficients,

𝐶𝐿𝐿′𝐿′′ =

∫
𝑑r̂𝑌𝐿 (r̂)𝑌 ∗

𝐿′ (r̂)𝑌𝐿′′ (r̂). (2.41)

Equations (2.37)–(2.40) are important because the structure constants (2.39) do not

depend on energy. All the information about the crystal potential is contained only in

the potential function, while the data on the crystalline structure are contained in the

structure constants. Clearly, such a separation considerably simplifies and accelerates

the calculation of the band structure. If the contribution of the interstitial region the

kinetic energy of an electron is neglected, the error in the eigenvalues does not exceed

several percent of the valence band width. Equation (2.37) is obtained as the limit

𝑞0 = 0 from the KKR expression (2.35) and is called the KKR-ASA equation. This

expression can also be obtained by introducing the MT orbitals.
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MT orbitals. Here we consider a single atomic sphere. Assume that inside this

sphere the potential is spherically symmetric, while outside it 𝑞2
0 = 𝐸 − 𝑉c = 0. Then,

inside the sphere, the wave function of an electron will satisfy the Schrödinger equation

and allow the separation of the variables. Outside the sphere, we have the Laplace equa-

tion ∇2Ψ = 0. The radial part of its solution is Φ𝑙 (𝑟) = 𝑎𝑙𝑟 𝑙 + 𝑏𝑙𝑟−𝑙−1. The coefficients

𝑎𝑙 and 𝑏𝑙 are determined from the condition of continuity and differentiability of the

wave function on the sphere surface. Thus, the radial wave function is

Φ𝑙 (𝑟, 𝐸) =


𝑢𝑙 (𝑟, 𝐸), 𝑟 ≤ 𝑆,[
𝐷 𝑙 + 𝑙 + 1

2𝑙 + 1

( 𝑟
𝑆

) 𝑙
+ 𝑙 − 𝐷 𝑙

2𝑙 + 1

( 𝑟
𝑆

)−𝑙−1
]
𝑢𝑙 (𝑆, 𝐸), 𝑟 > 𝑆,

where 𝑢𝑙 (𝑟, 𝐸) is the normalized solution of the radial Schrödinger equation in the

atomic sphere of the radius 𝑆.

These functions are not used as basis functions since the solution for 𝑟 > 𝑆 contains

a diverging wave. Therefore, we write new functions

Φ̄𝑙 (𝑟, 𝐷) =


Φ𝑙 (𝑟, 𝐷) −

𝐷 + 𝑙 + 1
2𝑙 + 1

Φ𝑙 (𝑆, 𝐷)
Φ𝑙 (𝑆, 𝑙)

Φ𝑙 (𝑟, 𝑙), 𝑟 ≤ 𝑆,

𝑙 − 𝐷
2𝑙 + 1

( 𝑟
𝑆

)−𝑙−1
Φ𝑙 (𝑆, 𝐷), 𝑟 > 𝑆.

(2.42)

This expression is obtained from Φ𝑙 (𝑟, 𝐸) by subtracting the diverging wave (𝐷 + 𝑙 +
1) (𝑟/𝑆)𝑙/(2𝑙 + 1). Also, for 𝑟 ≤ 𝑆, instead of (𝑟/𝑆)𝑙 the function Φ𝑙 (𝑟, 𝑙)/Φ𝑙 (𝑆, 𝑙) is

used, and the variable𝐸 is replaced by the logarithmic derivative𝐷 for the corresponding

energy 𝐸 . This may always be done if the number of nodes of the wave function is

known. The function (2.42) is, thus far, not the solution of the Schrödinger equation

inside the atomic sphere, however, it is continuous and smooth over the entire space

and decreases outside the sphere. Therefore, we can use it to build the basis function

Φ̄𝐿 (r, 𝐷) = i𝑙𝑌𝐿 (r̂)Φ̄𝑙 (𝑟, 𝐷).
Let us form a crystal by surrounding every atom with a sphere equivalent to the

Wigner-Seitz cell, i.e., use the ASA. Here we consider one atom per unit cell. In deriving

the basis function, it is necessary to include all the tails of the functions contributing
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into the central sphere coming from sites situated at R with respect to the central sphere.

We write the Bloch sum

𝜒k
𝐿 (r, 𝐷) =

∑︁
R≠0

eik·RΦ̄𝐿 (r − R, 𝐷). (2.43)

The tail coming from the site at R, is

Φ̄𝐿 (r − R, 𝐷) = i𝑙𝑌𝐿 (�r − R)
����r − R
𝑆

����−𝑙−1
𝑙 − 𝐷
2𝑙 + 1

Φ𝑙 (𝑆, 𝐷). (2.44)

We decompose this function in terms of the angular momentum relative to the center

by means of the theorem of additivity [157]:

i𝑙𝑌𝐿 (�r − R)
��r−R
𝑆

��−𝑙−1
= 4𝜋

∑𝑙′′=𝑙+𝑙′
𝐿′′𝐿′ 𝐶𝐿𝐿′′𝐿′

(2𝑙′′−1)!!
(2𝑙−1)!!(2𝑙′+1)!!×

(−i)𝑙′′ (𝑅/𝑆)−𝑙′′−1𝑌 ∗
𝐿′′ (R̂) × i𝑙′ (𝑟/𝑆)𝑙′𝑌𝐿′ (r̂). (2.45)

For the function to be continuous and differentiable on the sphere surface, we must carry

out an augmentation, i.e., use Φ𝑙′ (𝑟, 𝑙′)/Φ𝑙′ (𝑆, 𝑙′) instead of (𝑟/𝑆)𝑙′ in (2.45). Finally,

we have the basis functions

𝜒k
𝐿 (r, 𝐷) =



Φ𝐿 (r, 𝐷) −Φ𝑙 (𝑆, 𝐷) 𝑙−𝐷2𝑙+1
∑
𝐿′
[
𝑆k
𝐿′𝐿−

𝑙+1+𝐷
𝑙−𝐷 2(2𝑙 + 1)𝛿𝐿′𝐿

]
×Φ𝐿′ (r, 𝑙′) 1

Φ𝑙′ (𝑆,𝑙′)2(2𝑙′+1) , 𝑟 ≤ 𝑆,

Φ𝑙 (𝑆, 𝐷) 𝑙−𝐷2𝑙+1

[
i𝑙𝑌𝐿 (r)

(
𝑟
𝑆

)−𝑙−1 +∑
𝐿′ 𝑆

k
𝐿′𝐿

×i𝑙′𝑌𝐿′ (r̂)
(
𝑟
𝑆

) 𝑙′ 1
2(2𝑙′+1)

]
, 𝑟 > 𝑆,

(2.46)

where 𝑆k
𝐿′𝐿 are defined in (2.39). These are the MT orbitals. The obtained functions

can be used as basis function in, for example, the Ritz variational methods.

Note that for the linear combination

Ψk(r, 𝐸) =
∑︁
𝐿

𝐶𝐿 (k)
∑︁
R

eik·R𝜒𝐿 (k, r − R, 𝐷 𝑙 (𝐸)) (2.47)

of MTO to be the solution of the Schrödinger equation for the entire crystal, it must
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be equivalent to (2.33). In other words, inside the central sphere (hence, inside any

other sphere), the sum of tails coming from all the other atomic positions are mutually

canceled with the unphysical terms of the central MTO proportional to i𝑙𝑟 𝑙𝑌𝐿 (r̂), i.e.,

in (2.46), the second term for 𝑟 ≤ 𝑆 should go to zero. This condition leads to a set of

linear homogeneous equations∑︁
𝐿

[𝑆k
𝐿′𝐿 − 𝛿𝐿′𝐿𝑃𝑙 (𝐸)]Φ𝑙 (𝑆, 𝐷 𝑙)𝐶𝐿 (k) = 0, (2.48)

with the potential function and structure constants defined in (2.38)–(2.39). We again

obtain the KKR-ASA equations.

The problem of calculating the band structure reduces to the determination of

eigenvalues and eigenvectors for a single atomic sphere with a spherically symmetric

potential with k-dependent boundary conditions imposed by the surroundings. The

atom sizes and crystal potential are contained in the logarithmic derivatives 𝐷 𝑙 (𝐸),
while those of the crystal structure are in the energy independent structure constants

𝑆k
𝐿′𝐿 which also do not depend on the lattice constant.

Relativistic KKR-ASA. The relativistic KKR-ASA equation is derived just like

it is in the nonrelativistic case. Let us consider a single atomic sphere inside which

the potential is spherically symmetric and outside of which the electron kinetic energy

𝑞2
0 = 𝐸 −𝑉c = 0. Now, however, the Schrödinger equation is replaced by the Dirac one

[𝑐𝜶 · p + 𝛽𝑐2/2 +𝑉 (r)]Ψk(r, 𝐸) = (𝑐2/2 + 𝐸)Ψk(r, 𝐸), (2.49)

where 𝑐 is the speed of light (in atomic units, 𝑐 = 2/𝛼 = 274.0746), p = −i∇ is the

momentum operator, 𝜶 is the Dirac four-dimensional matrix

𝜶 =
©­«

0 𝝈

𝝈 0
ª®¬ ,

𝝈 corresponds to the set of Pauli matrices
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𝜎𝑥 =
©­«
0 1

1 0
ª®¬ , 𝜎𝑦 =

©­«
0 −i

i 0
ª®¬ , 𝜎𝑧 =

©­«
1 0

0 −1
ª®¬ ,

and the 𝛽-matrix is

𝛽 =

©­­­­­­­«

1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1

ª®®®®®®®¬
.

The solution of the Dirac equation with a spherically symmetric potential is

Φ𝐾 (r, 𝐸) = i𝑙Φ𝜅 (𝑟, 𝐸)𝑍𝐾 (r̂), (2.50)

where, as usual, 𝐾 = (𝜅, 𝜇), 𝜅 is the relativistic quantum number, Φ𝜅 (𝑟, 𝐸) is the matrix

of radial solutions,

Φ𝜅 (𝑟, 𝐸) =
(
𝑔𝜅 (𝑟, 𝐸)
i 𝑓𝜅 (𝑟, 𝐸)

)
, (2.51)

𝑍𝐾 (r̂) is the matrix of the spin-angular functions

𝑍𝐾 (r̂) =
©­«
𝜒
𝜇
𝜅 (r̂) 0

0 𝜒
𝜇
−𝜅 (r̂)

ª®¬ , (2.52)

𝜒
𝜇
𝜅 (r̂) =

∑︁
𝑚=±1/2

𝐶
𝑗 𝜇

𝑙,𝜇−𝑚,1/2,𝑚𝑌𝑙,𝜇−𝑚 (r̂)𝜒(𝑚), (2.53)

𝐶
𝑗 𝜇

𝑙,𝜇−𝑚,1/2,𝑚 are the Clebsch-Gordan coefficients, 𝑌𝑙𝑚 (r̂) are the spherical harmonics, 𝑗

is the eigenvalue of the operator of the total angular momentum 𝑗 = 𝑙 ± 1/2,

𝜒

(
1
2

)
=

(
1
0

)
, 𝜒

(
−1

2

)
=

(
0
1

)
are the Pauli spinors. The spin-angular functions are orthogonal and normalized ac-

cording to ∫
𝑑2r̂𝑍†

𝐾 ′ (r̂)𝑍𝐾 (r̂) = 𝐼𝛿𝐾 ′𝐾 . (2.54)
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The radial wave functions are normalized in a sphere of radius 𝑆:

⟨Φ𝜅 (𝑟, 𝐸) |Φ𝜅 (𝑟, 𝐸)⟩ =
∫ 𝑆

0
𝑑𝑟𝑟2(𝑔2

𝜅 (𝑟, 𝐸) + 𝑓 2
𝜅 (𝑟, 𝐸)) = 1. (2.55)

The relativistic analog of the logarithmic derivative for the radial wave function

Φ𝜅 (𝑟, 𝐸) has the form

𝐷𝜅 (𝐸) = 𝑆
𝑐 𝑓𝜅 (𝑆, 𝐸)
𝑔𝜅 (𝑆, 𝐸)

− 𝜅 − 1. (2.56)

Assume 𝐸 = 𝑉c = 0 in the region outside the atomic sphere. Here, the radial Dirac

equations for free electrons (
𝑑

𝑑𝑟
+ 1 − 𝜅

𝑟

)
𝑓̃𝜅 (𝑟) = 0,(

𝑑

𝑑𝑟
+ 1 + 𝜅

𝑟

)
𝑔̃𝜅 (𝑟) − 𝑐 𝑓̃𝜅 (𝑟) = 0 (2.57)

have the solutions [158]

Φ̃𝜅 (𝑟, 𝐷) =
©­«
𝑔𝜅 (𝐷, 𝑟)
i 𝑓𝜅 (𝐷, 𝑟)

ª®¬ = ©­«
(𝑟/𝑆)𝜅

i(2𝜅 + 1)/𝑐𝑆 (𝑟/𝑆)𝜅−1
ª®¬ , 𝐷 = 𝜅, (2.58)

Φ̃𝜅 (𝑟, 𝐷) =
©­«
𝑔𝜅 (𝐷, 𝑟)
i 𝑓𝜅 (𝐷, 𝑟)

ª®¬ = ©­«
(𝑟/𝑆)−𝜅−1

0
ª®¬ , 𝐷 = −𝜅 − 1, (2.59)

Φ̃𝐾 (r, 𝐷) = i𝑙Φ̃𝜅 (𝑟, 𝐷)𝑍𝐾 (r̂). (2.60)

Commonly used expression for the singular and regular at the origin solutions (2.58)–

(2.59) has the form, respectively

Φ̃𝐾 (r,−𝑙 − 1) = i𝑙𝑍𝐾 (r̂)
©­«

(𝑟/𝑆)−𝑙−1

i(−𝑙 − 1 + 𝜅 + 1)/𝑐𝑆 (𝑟/𝑆)−𝑙−2
ª®¬ , (2.61)

Φ̃𝐾 (r, 𝑙) = i𝑙𝑍𝐾 (r̂)
©­«

(𝑟/𝑆)𝑙

i(1 + 𝜅 + 1)/𝑐𝑆 (𝑟/𝑆)𝑙−1
ª®¬ . (2.62)
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Thus, in the region outside the sphere, the solution to the Dirac equation, matching

continuously at the surface the solution inside the sphere, will be

Φ𝐾 (r, 𝐷) = i𝑙𝑍𝐾 (r̂)


©­«
𝑔𝜅 (𝑟, 𝐷)
i 𝑓𝜅 (𝑟, 𝐷)

ª®¬ , 𝑟 ≤ 𝑆,

𝑔𝜅 (𝑆, 𝐷)
(
𝐷+𝑙+1
2𝑙+1 Φ̃𝜅 (𝑟, 𝑙) + 𝑙−𝐷

2𝑙+1Φ̃𝜅 (𝑟,−𝑙 − 1)
)
, 𝑟 > 𝑆.

(2.63)

As in (2.42), we write new functions by subtracting the diverging wave from the

Dirac equation solution inside and outside the sphere

Φ̄𝐾 (r, 𝐷) = i𝑙𝑍𝐾 (r̂)

Φ𝜅 (𝑟, 𝐷) − 𝐷+𝑙+1

2𝑙+1
𝑔𝜅 (𝑆,𝐷)
𝑔𝜅 (𝑆,𝑙) Φ̃𝜅 (𝑟, 𝑙), 𝑟 ≤ 𝑆,

𝑙−𝐷
2𝑙+1Φ̃𝜅 (𝑟,−𝑙 − 1)𝑔𝜅 (𝑆, 𝐷), 𝑟 > 𝑆.

(2.64)

We use these functions to form the Bloch summation

𝜒k
𝐾 (r, 𝐷) =

∑︁
R

eikRΦ̄𝐾 (r − R, 𝐷) (2.65)

and expand the tail of the function coming from the site situated at R about the zero

center. For this, we use the generalized theorem of additivity

i𝑙Φ̃𝜅 ( |r − R|,−𝑙 − 1)𝑍𝐾 (r̂) =
∑︁
𝐾 ′

i𝑙
′
Φ̃𝜅′ (𝑟, 𝑙′)𝑍𝐾 ′ (r̂) 𝑆𝐾 ′𝐾 (R)

−2(2𝑙′ + 1) , (2.66)

where

𝑆𝐾 ′𝐾 (R) =

𝑙′′=𝑙+𝑙′∑︁
𝐿𝐿′𝐿′′

(
−1

2

)
4𝜋(2𝑙′′ − 1)!!

(2𝑙 − 1)!!(2𝑙′ − 1)!!𝐶
𝑗 ′𝜇′

𝑙′,𝜇′−𝑚,1/2,𝑚

× 𝐶𝐿′′𝐿′𝐿 (−i)𝑙′′ (𝑅/𝑆)−𝑙′′−1𝑌 ∗
𝐿′′ (R̂)𝐶 𝑗 𝜇

𝑙,𝜇−𝑚,1/2,𝑚, (2.67)

𝐶𝐿′′𝐿′𝐿 are the Gaunt coefficients.

We do the augmentation as in the nonrelativistic case to obtain expressions for the

exact relativistic MTO (RMTO) inside the central sphere (so, inside any other sphere):



31

𝜒k
𝐾 (r, 𝐷) = i𝑙Φ𝜅 (𝑟, 𝐷)𝑍𝐾 (r̂) −

𝐷 − 𝑙
2𝑙 + 1

𝑔𝜅 (𝑆, 𝐷)

×
∑︁
𝐾 ′

i𝑙
′
Φ𝜅′ (𝑟, 𝑙′)𝑍𝐾 ′ (r̂) 1

𝑔𝜅 (𝑆, 𝑙′)

(
− 1

2(2𝑙′ + 1)

)
×
(
𝑆k
𝐾 ′𝐾 − 𝛿𝐾 ′𝐾

𝐷 + 𝑙 + 1
𝐷 − 𝑙 2(2𝑙 + 1)

)
. (2.68)

Here

𝑆k
𝐾 ′𝐾 =

∑︁
R≠0

eik·R𝑆𝐾 ′𝐾 (R), (2.69)

𝑆k
𝐾 ′𝐾 =

∑︁
𝑚=±1/2

𝐶
𝑗 ′𝜇′

𝑙′,𝜇′−𝑚,1/2,𝑚𝑆
k
𝑙′,𝜇′−𝑚,𝑙,𝜇−𝑚𝐶

𝑗 𝜇

𝑙,𝜇−𝑚,1/2,𝑚, (2.70)

𝑆k
𝐿′𝐿 are the structure constants of the nonrelativistic KKR-ASA method. For the linear

combination of MT orbitals (2.68) to satisfy the Dirac equation over the entire space,

it is required that, inside the central sphere, the sum of tails coming from all other

positions be mutually canceled with the nonphysical term of the central MT orbital.

This condition leads to the set of linear homogeneous equations∑︁
𝐾 ′

(
𝑆k
𝐾 ′𝐾 − 𝛿𝐾 ′𝐾2(2𝑙 + 1)𝐷𝜅 (𝐸) + 𝑙 + 1

𝐷𝜅 (𝐸) − 𝑙

)
𝑔𝜅 (𝑆, 𝐷𝜅)𝐶𝐾 (k) = 0, (2.71)

where the energy 𝐸 may take on only those values for which the secular determinant

equals zero:

det
����𝑆k
𝐾 ′𝐾 − 𝛿𝐾 ′𝐾2(2𝑙 + 1)𝐷𝜅 (𝐸) + 𝑙 + 1

𝐷𝜅 (𝐸) − 𝑙

���� = 0. (2.72)

Like in the nonrelativistic case, the relativistic KKR-ASA method has all the data

on the crystal potential function within 𝑃𝜅 (𝐸), while the data on the crystal structure

are stored in the structure constants which do not depend on energy. The relativistic

structure constants may be calculated from the nonrelativistic analogs using (2.70).

The LMTO method. We can use the MTOs (2.46) or the relativistic analogs (2.68)

as the trial functions in the variational procedure to find the linear combination of MTOs
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det | ⟨𝜒k
𝐿′ (r − R′

𝐼) | H − 𝐸 | 𝜒k
𝐿 (r − R′

𝐼)⟩ |= 0. (2.73)

This method is as time-consuming as the KKR method, allows to use non-MT crystal

potentials and frequently yields better convergence than KKR. However, because the

MTOs implicitly depend on energy, the computational efforts of this method become

comparable to APW and KKR. The situation becomes much simpler if we use energy

independent MT orbitals. Below we follow primarily the line of [159].

Basis functions. Let us represent the basis radial wave function as an expansion in

a Taylor series about an arbitrary point 𝐸𝜈 and limit ourselves to the linear term

Φ(𝑟, 𝐷) = Φ𝜈 (𝑟) + 𝜔(𝐷) ¤Φ𝜈 (𝑟), (2.74)

where Φ𝜈 (𝑟) ≡ 𝑢𝑙 (𝑟, 𝐸𝜈), ¤Φ𝜈 (𝑟) ≡ 𝜕𝑢𝑙 (𝑟, 𝐸)/𝜕𝐸 |𝐸=𝐸𝜈
.

The functions Φ𝜈 (𝑟) are normalized to unity in the sphere of the radius 𝑆. The

coefficient 𝜔(𝐷), like Φ(𝑟, 𝐷), depends on the logarithmic derivative which is chosen

by the requirement that Φ(𝑟, 𝐷) should have the logarithmic derivative on the sphere

𝜔(𝐷) = −Φ𝜈

¤Φ𝜈

𝐷 − 𝐷𝜈

𝐷 − 𝐷 ¤𝜈
. (2.75)

Here

𝐷𝜈 = 𝑆Φ
′
𝜈 (𝑆)/Φ𝜈 (𝑆), (2.76)

𝐷 ¤𝜈 = 𝑆 ¤Φ′
𝜈 (𝑆)/ ¤Φ𝜈 (𝑆). (2.77)

The amplitude of the function (2.74) on the sphere surface Φ(𝑆, 𝐷) is defined by

Φ(𝐷) ≡ Φ(𝑆, 𝐷) = Φ𝜈

𝐷𝜈 − 𝐷 ¤𝜈
𝐷 − 𝐷 ¤𝜈

. (2.78)

In the basis set of the functions Φ𝐿 (r, 𝐷) = i𝑙Φ𝑙 (𝐷, 𝑟)𝑌𝐿 (r̂) the Hamiltonian matrix

elements and overlap matrices inside the sphere obviously have the form

⟨Φ𝐿′ (𝐷′) | H − 𝐸𝜈 | Φ𝐿 (𝐷)⟩ = 𝛿𝐿′𝐿𝜔𝑙 (𝐷), (2.79)
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⟨Φ𝐿′ (𝐷′) |Φ𝐿 (𝐷)⟩ = 𝛿𝐿′𝐿 (1 + ⟨ ¤Φ2
𝜈𝑙⟩𝜔𝑙 (𝐷

′)𝜔𝑙 (𝐷)). (2.80)

Later on we shall use the notations Φ𝜈 ≡ Φ𝜈 (𝑆), ¤Φ𝜈 ≡ ¤Φ𝜈 (𝑆).
Untill now we have always considered a single sphere. Below, when we deal with

crystals, the influence of each of the spheres on the energy spectrum will be defined by

the combination of potential parameters, e.g. 𝐷𝜈, 𝑆Φ2
𝜈, 𝑆Φ𝜈

¤Φ𝜈 and ⟨ ¤Φ2
𝜈⟩.

However, the first three parameters depend considerably on the selection of 𝐸𝜈.

Therefore, in practice it is more convenient to use𝜔(𝐷1), 𝑆Φ2(𝐷1) andΦ(𝐷1)/Φ(𝐷2),
where 𝐷1 = −𝑙−1, 𝐷2 = 𝑙. Actually the transition from the first set of parameters to the

second with such 𝐷1 and 𝐷2 means that we must use a secant of the energy rather than

a tangent. This may bring about various results, but, in most cases the differences are

minor. The second combination of parameters appears to be easier to use [see (2.90)].

Note that in this case (2.74), (2.75), (2.77) acquire the following forms, respectively,

Φ𝑙 (𝑟, 𝐷) =
𝜔𝑙 (𝐷) − 𝜔𝑙 (−𝑙 − 1)
𝜔𝑙 (𝑙) − 𝜔𝑙 (−𝑙 − 1) Φ𝑙 (𝑟, 𝑙) +

𝜔𝑙 (𝐷) − 𝜔𝑙 (𝑙)
𝜔𝑙 (−𝑙 − 1) − 𝜔𝑙 (𝑙)

Φ𝑙 (𝑟,−𝑙 − 1), (2.81)

𝜔𝑙 (𝐷) − 𝜔𝑙 (−𝑙 − 1)
𝜔𝑙 (𝐷) − 𝜔𝑙 (𝑙)

=
Φ𝑙 (𝑆,−𝑙 − 1)

Φ𝑙 (𝑆, 𝑙)
𝐷 + 𝑙 + 1
𝐷 − 𝑙 , (2.82)

Φ𝑙 (𝑆, 𝐷) =
(2𝑙 + 1)Φ𝑙 (𝑆,−𝑙 − 1)Φ𝑙 (𝑆, 𝑙)

(𝐷 + 𝑙 + 1)Φ𝑙 (𝑆,−𝑙 − 1) − (𝐷 − 𝑙)Φ𝑙 (𝑆, 𝑙)
. (2.83)

It can also be shown that the following are true

𝜔𝑙 (𝐷) − 𝜔𝑙 (−𝑙 − 1)
𝜔𝑙 (𝑙) − 𝜔𝑙 (−𝑙 − 1) =

𝐷 + 𝑙 + 1
2𝑙 + 1

Φ𝑙 (𝑆, 𝐷)
Φ𝑙 (𝑆, 𝑙)

, (2.84)

𝜔𝑙 (𝑙) − 𝜔𝑙 (𝐷)
𝜔𝑙 (𝑙) − 𝜔𝑙 (−𝑙 − 1) =

𝑙 − 𝐷
2𝑙 + 1

Φ𝑙 (𝑆, 𝐷)
Φ𝑙 (𝑆,−𝑙 − 1) . (2.85)

Then, in the Andersen approximation, the MTO (2.46) is

𝜒k
𝐿 (r, 𝐷) ≃

𝜔𝑙 (𝑙) − 𝜔𝑙 (𝐷)
𝜔𝑙 (𝑙) − 𝜔𝑙 (−𝑙 − 1) 𝜒

k
𝐿 (r) = 𝛼𝑙 (𝐷)𝜒k

𝐿 (r), (2.86)

where the MTO 𝜒k
𝐿
(r) does not depend on energy:
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𝜒k
𝐿 (r) = Φ𝐿 (r,−𝑙 − 1) −Φ𝑙 (𝑆,−𝑙 − 1)

∑︁
𝐿′
𝑆k
𝐿′𝐿

Φ𝐿′ (r, 𝑙′)
2(2𝑙′ + 1)Φ𝑙′ (𝑆, 𝑙′)

. (2.87)

Here, 𝑆k
𝐿′𝐿 are the structure constants (2.39) [159] 𝑆k

𝐿′𝐿 = 𝑔𝐿′𝐿Σ
k
𝜆𝜇

, where 𝜆 = 𝑙′ + 𝑙,
𝜇 = 𝑚′ − 𝑚,

𝑔𝐿′𝐿 = 2(−1)𝑚+1
(

(2𝑙′ + 1) (2𝑙 + 1) (𝜆 + 𝜇)!(𝜆 − 𝜇)!
(2𝜆 + 1) (𝑙′ + 𝑚′)!(𝑙′ − 𝑚′)!(𝑙 + 𝑚)!(𝑙 − 𝑚)!

)1/2
,

Σk
𝜆𝜇 =

∑︁
R≠0

eikR
(
𝑆

𝑅

)𝜆+1 √
4𝜋[i𝜆𝑌𝜆𝜇 (R̂)]∗.

In (2.87), the second term is the sum of the tails coming from all remaining atoms of a

crystal.

The representation of the MTOs as a product of 𝛼𝑙 (𝐷) and the energy independent

orbital is very convenient since it allows the use of 𝜒k
𝐿
(r) instead of 𝜒k

𝐿
(r, 𝐷). It may

be easily shown that this does not cause a change in the energy eigenvalues, but affects

only the normalization of the wave functions.

Hamiltonian and overlap matrices. A more general expression of the one-center

expansion (2.87) may be written

𝜒k
𝐿 (r, 𝐷 𝑙2) = Φ𝐿 (r, 𝐷 𝑙2) −

∑︁
𝐿′

Φ𝐿′ (r, 𝑙′)
𝜔𝑙′ (𝐷 𝑙′2

) − 𝜔𝑙′ (𝑙′)
𝑇k
𝐿′𝐿 . (2.88)

Here, 𝐷 𝑙2 ≠ 𝑙 is an arbitrary logarithmic derivative, 𝑇k
𝐿′𝐿 is the matrix

𝑇k
𝐿′𝐿 =

√︂
𝑆

2
Φ𝑙′ (𝑆, 𝐷 𝑙′2

)
{
−2(2𝑙 + 1)

𝐷 𝑙2 + 𝑙 + 1
𝐷 𝑙2 − 1

+ 𝑆k
𝐿′𝐿

} √︂
𝑆

2
Φ𝑙 (𝑆, 𝐷 𝑙2). (2.89)

Usually, in practical calculations, the value 𝐷 𝑙2 = −𝑙 − 1 is used. In this case, the

matrix (2.89) is simplified to

𝑇k
𝐿′𝐿 =

√︂
𝑆

2
Φ𝑙′ (𝑆,−𝑙′ − 1)𝑆k

𝐿′𝐿

√︂
𝑆

2
Φ𝑙 (𝑆,−𝑙 − 𝑙). (2.90)



35

The Hamiltonian and overlap matrix are then

𝐻k
𝐿′𝐿 = ⟨𝜒k

𝐿′ |H|𝜒k
𝐿
⟩ = 𝐻 (1)

𝑙′ 𝛿𝐿′𝐿 +
√︃
𝑆
2Φ𝑙′ (𝑆,−𝑙′ − 1) [−(𝐻 (2)

𝑙′ +

+𝐻 (2)
𝑙

)𝑆k
𝐿′𝐿 +

∑
𝐿′′ 𝑆

k
𝐿′𝐿′′𝐻

(3)
𝐿′′ 𝑆

k
𝐿′′𝐿]

√︃
𝑆
2Φ𝑙 (𝑆,−𝑙 − 1), (2.91)

𝑂k
𝐿′𝐿 = ⟨𝜒k

𝐿′ |𝜒k
𝐿
⟩ = 𝑂 (1)

𝑙′ 𝛿𝐿′𝐿 +
√︃
𝑆
2Φ𝑙′ (𝑆,−𝑙′ − 1) [−(𝑂 (2)

𝑙′ +

+𝑂 (2)
𝑙
)𝑆k
𝐿′𝐿 +

∑
𝐿′′ 𝑆

k
𝐿′𝐿′′𝑂

(3)
𝑙′′ 𝑆

k
𝐿′′𝐿]

√︃
𝑆
2Φ𝑙 (𝑆,−𝑙 − 1), (2.92)

𝑂
(1)
𝑙

= 1 + ⟨ ¤Φ2
𝜈𝑙⟩𝜔

2
𝑙 (−𝑙 − 1),

𝑂
(2)
𝑙

=
1 + ⟨ ¤Φ2

𝜈𝑙
⟩𝜔𝑙 (−𝑙 − 1)𝜔𝑙 (𝑙)

𝜔𝑙 (−𝑙 − 1) − 𝜔𝑙 (𝑙)
,

𝑂
(3)
𝑙

=
1 + ⟨ ¤Φ2

𝜈𝑙
⟩𝜔2

𝑙
(𝑙)

2𝑆[(2𝑙 + 1)Φ𝑙 (𝑆, 𝑙)]2 , (2.93)

𝐻
(1)
𝑙

= 𝜔𝑙 (−𝑙 − 1) + 𝐸𝜈𝑙𝑂 (1)
𝑙
,

𝐻
(2)
𝑙

=
1
2
+ 𝜔𝑙 (𝑙)
𝜔𝑙 (−𝑙 − 1) − 𝜔𝑙 (𝑙)

+ 𝐸𝜈𝑙𝑂 (2)
𝑙
,

𝐻
(3)
𝑙

=
𝜔𝑙 (𝑙)

2𝑆[(2𝑙 + 1)Φ𝑙 (𝑆, 𝑙)]2 + 𝐸𝜈𝑙𝑂 (3)
𝑙
.

In these expressions, the components without 𝑆k
𝐿′𝐿, linear or bilinear in 𝑆k

𝐿′𝐿 in (2.91)–

(2.92) may be considered to be one-, two- and three-center integrals respectively. Equa-

tions (2.91)–(2.92) are the fundamental expressions of the LMTO method in the atomic

sphere approximation (LMTO-ASA). In fact, it is similar to the linear combination of

atomic orbitals (LCAO). However, the latter involves a significant difficulty in the cal-

culation of multi-center integrals. The LMTO-ASA method, when the basis functions,

i.e., energy independent MTOs are correctly chosen (they are easily expanded about

any center) these integrals are easily calculated through the corresponding matrices.

The LMTO method. Now, if we reject the ASA and use instead touching spheres,

like in APW and KKR, we shall arrive at the LMTO method.

We separate again the entire space into regions: the potential is spherically symmet-

ric inside the touching, not overlapping, MT spheres with radius 𝑆 (region I), while the

electron kinetic energy, 𝑞2
0 = 𝐸 − 𝑉c = 0, outside the spheres (region II). In this case,
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the Hamiltonian and overlap matrix are

𝐻k
𝐿′𝐿 = ⟨𝜒k

𝐿′ |H|𝜒k
𝐿⟩ −𝑉c⟨𝜒̃k

𝐿′ | 𝜒̃k
𝐿⟩ +𝑉c{ 𝜒̃k

𝐿′ | 𝜒̃k
𝐿}, (2.94)

𝑂k
𝐿′𝐿 = ⟨𝜒k

𝐿′ |𝜒k
𝐿⟩ − ⟨𝜒̃k

𝐿′ | 𝜒̃k
𝐿⟩ + { 𝜒̂k

𝐿′ | 𝜒̃k
𝐿}, (2.95)

where ⟨. . .⟩ indicates the integral over the region I, while {. . .} over the entire cell of

the volume Ω0. 𝜒̃k
𝐿

is the MT orbital for free electrons defined in the entire space.

The exact energy dependent MTO for both regions is given by (2.46). In the Ander-

sen approximation, it may be represented as in (2.86). Thus, the energy independent

MTO has the form

𝜒k
𝐿 (r,−𝑙 − 1) =



Φ𝐿 (r,−𝑙 − 1) −Φ𝑙 (𝑆,−𝑙 − 1)
×∑

𝐿′ 𝑆
k
𝐿′𝐿Φ𝐿′ (r, 𝑙′) 1

2(2𝑙′+1)Φ𝑙 (𝑆,𝑙′) , 𝑟 ≤ 𝑆,

i𝑙𝑌𝐿 (r̂)Φ𝑙 (𝑆,−𝑙 − 1)
(
𝑟
𝑆

)−𝑙−1

−Φ𝑙 (𝑆,−𝑙 − 1)∑
𝐿′
𝑆k
𝐿′𝐿

i𝑙𝑌𝐿′ (r̂)
2(2𝑙′+1)

(
𝑟
𝑆

) 𝑙′
, 𝑟 > 𝑆.

(2.96)

Let us derive a similar function for free electrons for the condition when 𝐸 = 𝑉c

over the entire space. This function has the form of (2.96), where, instead of Φ𝐿 and

Φ𝑙 , the corresponding functions for free electrons Φ̃𝐿 and Φ̃𝑙 are substituted. Of course,

the function 𝜒̃k
𝐿
(r,−𝑙 − 1) should be equal to 𝜒k

𝐿
(r,−𝑙 − 1) in the region II. In order

to satisfy this, it is necessary to multiply 𝜒̃k
𝐿

by Φ𝑙 (𝑆,−𝑙 − 1)/Φ̃𝑙 (𝑆,−𝑙 − 1) in both

regions. Now, we have the basis functions

𝜒̃k
𝐿 (r,−𝑙 − 1) =



Φ̃𝑙 (r,−𝑙 − 1)Φ𝑙 (𝑆,−𝑙−1)
Φ̃𝑙 (𝑆,−𝑙−1) −Φ𝑙 (𝑆,−𝑙 − 1)

×∑
𝐿′ 𝑆

k
𝐿′𝐿Φ̃𝐿′ (r, 𝑙′) 1

2(2𝑙′+1)Φ̃𝑙 (𝑆,𝑙′)
, 𝑟 ≤ 𝑆,

i𝑙𝑌𝐿 (r̂)Φ𝑙 (𝑆,−𝑙 − 1)
(
𝑟
𝑆

)−𝑙−1 −Φ𝑙 (𝑆,−𝑙 − 1)
×∑

𝐿′ 𝑆
k
𝐿′𝐿i𝑙′𝑌𝐿′ (r̂) 1

2(2𝑙′+1)
(
𝑟
𝑆

) 𝑙′
, 𝑟 > 𝑆.

(2.97)

The LMTO-ASA method uses the approximation of (2.74), 𝐷 = −𝑙 − 1 is used to

simplify the matrix elements. A similar approximation is used, also, for free electrons:
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Table 2.1. Potential parameters for free electrons at 𝐷𝜈𝑙 = 𝑙 calculated on the MT sphere [159].

Parameter Value Parameter Value

𝐷0𝑙 𝑙 𝐷 ¤0𝑙 3𝑙 + 5

𝜔𝑙 (𝑙) 0 𝜔𝑙 (−𝑙 − 1) (2𝑙 + 1) (2𝑙 + 5)
2𝑆2

Φ̃𝑙 (𝑙)
√︂

2𝑙 + 3
𝑆3 Φ̃𝑙 (−𝑙 − 1) 2𝑙 + 5

2
√︁
(2𝑙 + 3)𝑆3

⟨ ¤̃Φ0𝑙 | ¤̃Φ0𝑙⟩ 𝑆4

(2𝑙 + 3) (2𝑙 + 5)2(2𝑙 + 7)

Φ̃𝑙 (𝑟,−𝑙 − 1) = Φ̃𝑙𝜈 (𝑟) + 𝜔𝑙 (−𝑙 − 1) ¤̃Φ𝑙𝜈 (𝑟). (2.98)

We write the radial Schrödinger equation and replace (𝑉 − 𝐸) by the infinitesimal

−𝜀 to obtain the wave function in the form
( 𝑟
𝑆

) 𝑙 [
1 +

( 𝑟
𝑆

)2
𝑎1 + . . .

]
. We get

Φ̃𝑙 (𝑟, 𝜀) =
√︂

2𝑙 + 3
𝑆3

[
1 + 𝜀𝑆2

2(2𝑙 + 5)

] ( 𝑟
𝑆

) 𝑙 [
1 − 𝜀𝑆2

2(2𝑙 + 3)

( 𝑟
𝑆

)2
]
, (2.99)

Φ̃𝑙𝜈 (𝑟) =
√︂

2𝑙 + 3
𝑆3

( 𝑟
𝑆

) 𝑙
, Φ̃𝑙 (𝑆,−𝑙 − 1) =

√︂
2𝑙 + 3
𝑆3

2𝑙 + 5
2(2𝑙 + 3) . (2.100)

¤̃
Φ𝑙𝜈 (𝑟) =

√︂
2𝑙 + 3
𝑆3

( 𝑟
𝑆

) 𝑙 [ 𝑆2

2(2𝑙 + 5) −
𝑆2

2(2𝑙 + 3)

( 𝑟
𝑆

)2
]
. (2.101)

Using the reciprocal lattice representation one can write

𝜒̃k
𝐿 (r,−𝑙 − 1) = Φ𝑙 (𝑆,−𝑙 − 1)

∑︁
G𝑛

eik𝑛r𝐹𝐿 (k̂𝑛), (2.102)

where k𝑛 = k + G𝑛, G𝑛 are the reciprocal lattice vectors,

𝐹𝐿 (k𝑛) = (2𝑙 + 1) (2𝑙 + 3)4𝜋𝑆3

Ω0

𝑗𝑙+1(𝑘𝑛𝑆)
(𝑘𝑛𝑆)3 𝑌𝐿 (k̂𝑛). (2.103)

Thus, the integral over the cell acquires the form
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{ 𝜒̃k
𝐿′ | 𝜒̃k

𝐿} = Ω0Φ𝑙′ (𝑆,−𝑙′ − 1)Φ𝑙 (𝑆,−𝑙 − 1)
∑︁
G𝑛

𝐹∗
𝐿′ (k𝑛)𝐹𝐿 (k𝑛). (2.104)

Now, we finally obtain for the matrix elements of the LMTO method

𝐻k
𝐿′𝐿 = 𝐻̄k

𝐿′𝐿 +𝑉c{ 𝜒̃k
𝐿′ | 𝜒̃k

𝐿}, (2.105)

𝑂k
𝐿′𝐿 = 𝑂̄k

𝐿′𝐿 + { 𝜒̃k
𝐿′ | 𝜒̃k

𝐿}. (2.106)

𝐻̄k
𝐿′𝐿 and 𝑂̄k

𝐿′𝐿 are given in (2.91)–(2.92), in which the following matrix parameters are

used to replace 𝐻 (𝑖)
𝐿

and 𝑂 (𝑖)
𝐿

:

𝐻̄
(𝑖)
𝐿

= 𝐻
(𝑖)
𝐿

−𝑉c𝐶
(𝑖)
𝐿
, 𝑂̄

(𝑖)
𝐿

= 𝑂
(𝑖)
𝐿

− 𝐶 (𝑖)
𝐿
, 𝑖 = 1, 2, 3. (2.107)

Here,

𝐶
(1)
𝐿

=

[
1 + (2𝑙 + 1)2

4(2𝑙 + 3) (2𝑙 + 7)

] 4(2𝑙 + 3)𝑆3Φ2
𝑙
(𝑠,−𝑙 − 1)

(2𝑙 + 5)2 ,

𝐶
(2)
𝐿

=
2𝑆2

2(2𝑙 + 1) (2𝑙 + 5) , 𝐶
(3)
𝐿

=
𝑆2

2(2𝑙 + 1)2(2𝑙 + 3)
. (2.108)

Valence electron wave function in a crystal. The valence electron wave function

in a crystal can be represented as a one-center expansion

Ψk(r, 𝐸 𝑗 ) =
∑︁
𝐿′𝐿

[Φ𝜈𝐿 (r)𝜋k
𝐿𝐿′ + ¤Φ𝜈𝐿 (r)Ωk

𝐿𝐿′]𝐶k
𝐿′ (𝐸 𝑗 ,−𝑙 − 1), (2.109)

where

𝜋k
𝐿𝐿′ = 𝛿𝐿𝐿′ − 𝑇k

𝐿𝐿′/[𝜔𝑙 (𝐷 𝑙) − 𝜔𝑙 (𝑙)], (2.110)

Ωk
𝐿𝐿′ = 𝜔𝑙 (−𝑙 − 1)𝛿𝐿𝐿′ − 𝑇k

𝐿𝐿′
𝜔𝑙 (𝑙)

𝜔𝑙 (−𝑙 − 1) − 𝜔𝑙 (𝑙)
. (2.111)

For our purposes, we can represent the valence electron wave function in a crystal
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by writing the expression, in explicit form, for the energy independent MTO:

Ψk(r, 𝐸 𝑗 ) =
∑︁
𝐿

𝐶k
𝐿 (𝐸 𝑗 ,−𝑙 − 1)𝜒k

𝐿 (r,−𝑙 − 1) (2.112)

=
∑︁
𝐿

Φ𝐿 (r,−𝑙 − 1)𝐶k
𝐿 (𝐸 𝑗 ,−𝑙 − 1)

−
∑︁
𝐿′𝐿

Φ𝐿 (r, 𝑙)𝑆k
𝐿′𝐿

Φ𝑙′ (𝑆,−𝑙′ − 1)
2(2𝑙 + 1)Φ𝑙 (𝑆, 𝑙)

𝐶k
𝐿′ (𝐸 𝑗 ,−𝑙′ − 1).

This expression for Ψk(r, 𝐸 𝑗 ) is accurate up to terms in (𝐸 − 𝐸𝜈) [159], while

the energy eigenvalues 𝐸 𝑗 (k) and the eigenvectors 𝐶k
𝐿
(𝐸 𝑗 ) are determined to within

(𝐸 − 𝐸𝜈)3. To be able to write Ψk(r, 𝐸 𝑗 ) also to within (𝐸 − 𝐸𝜈)3 we have to use the

exact MT orbitals (2.46) which depend on energy. Then the electron wave function in

a crystal is

Ψk(r, 𝐸 𝑗 ) =
∑︁
𝐿

𝜒k
𝐿 (r, 𝐷)

(2𝑙 + 1)Φ𝑙 (𝑆,−𝑙 − 1)
(𝑙 − 𝐷)Φ𝑙 (𝑆, 𝐷)

𝐶k
𝐿 (𝐸 𝑗 ). (2.113)

We rewrite (2.113) to get the explicit form of the MT orbital (2.46):

Ψk(r, 𝐸 𝑗 ) =
∑︁
𝐿

{
Φ𝐿 (r, 𝐷)

(2𝑙 + 1)Φ𝑙 (𝑆,−𝑙 − 1)
(𝑙 − 𝐷)Φ𝑙 (𝑆, 𝐷)

𝐶k
𝐿 (𝐸 𝑗 ) −

Φ𝐿 (r, 𝑙)
2(2𝑙 + 1)Φ𝑙 (𝑆, 𝑙)

×
∑︁
𝐿′

Φ𝑙′ (𝑆,−𝑙′ − 1)
[
𝑆k
𝐿′𝐿 − 2(2𝑙 + 1)𝛿𝐿′𝐿

𝐷 + 𝑙 + 1
𝑙 − 𝐷

]
𝐶k
𝐿′ (𝐸 𝑗 )

}
. (2.114)

In this form, the wave function is accurate to within (𝐸 − 𝐸𝜈)3.

Relativistic LMTO Method. Andersen [159] derived the relativistic generalization

of the LMTO method based on the Pauli Hamiltonian. Here, we proceed with a more

general approach based on the solution of the Dirac equation [158]. The trial function

with arbitrary logarithmic derivative 𝐷 is written similarly to (2.74)

Φ𝐾 (𝐷, r) = i𝑙 ©­«
𝑔𝜅 (𝐷, 𝑟) 𝜒𝐾 (r̂)
i 𝑓𝜅 (𝐷, 𝑟) 𝜒𝐾̄ (r̂)

ª®¬ , (2.115)
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𝑔𝜅 (𝐷, 𝑟) = 𝑔𝜈𝜅 (𝑟) + 𝜔𝜅 (𝐷) ¤𝑔𝜈𝜅 (𝑟),

𝑓𝜅 (𝐷, 𝑟) = 𝑓𝜈𝜅 (𝑟) + 𝜔𝜅 (𝐷) ¤𝑓𝜈𝜅 (𝑟), (2.116)

where 𝐾 = (𝜅, 𝜇), 𝐾̄ = (−𝜅, 𝜇), ¤𝑔𝜈𝜅 ≡ 𝜕𝑔𝜅/𝜕𝐸 |𝐸=𝐸𝜈
. The radial wave functions are

normalized according to the condition (2.55), the logarithmic derivative is defined in

(2.56), 𝜒𝐾 (r̂) are the spin-angular functions defined in (2.53),

𝜔𝜅 (𝐷) = −𝑔𝜈𝜅¤𝑔𝜈𝜅
𝐷 − 𝐷𝜈𝜅

𝐷 − 𝐷 ¤𝜈𝜅
, (2.117)

𝑔𝜅 (𝐷) = 𝑔𝜈𝜅
𝐷𝜈𝜅 − 𝐷 ¤𝜈𝜅
𝐷 − 𝐷 ¤𝜈𝜅

. (2.118)

The matrix elements of the Hamiltonian and overlap matrix in the basis set (2.115) for

a single sphere of radius 𝑆 have the form

⟨Φ𝐾 ′ (𝐷′, r) | H − 𝐸𝜈𝜅 | Φ𝐾 (𝐷, r)⟩ = 𝜔𝜅 (𝐷)𝛿𝐾 ′𝐾 , (2.119)

⟨Φ𝐾 ′ (𝐷′, r) | Φ𝐾 (𝐷, r)⟩ = [1 + 𝜔𝜅 (𝐷)𝜔𝜅 (𝐷′)⟨| ¤Φ𝜈𝜅 |2⟩]𝛿𝐾 ′𝐾 . (2.120)

We use the expression∫
Ω

𝑑r𝑋†𝜶p𝑌 =

∫
Ω

𝑑r(𝑌†𝜶 · p𝑋)∗ − i
∫
𝜕Ω

𝑑r̂𝑋†𝜶n𝑌, (2.121)

where n is the vector normal to the surface, and obtain an important relation

𝑆𝑔𝜈𝜅 ¤𝑔𝜈𝜅 (𝐷𝜈𝜅 − 𝐷 ¤𝜈𝜅) = 1. (2.122)

Let us select two arbitrary logarithmic derivatives 𝐷1 and 𝐷2 as the parameters. It

can be easily shown that the following relation holds:

𝑆𝑔𝜅 (𝐷1)𝑔𝜅 (𝐷2) = −𝜔𝜅 (𝐷2) − 𝜔𝜅 (𝐷1)
𝐷2 − 𝐷1

(2.123)

and, for the case 𝐷1 = −𝑙 − 1, 𝐷2 = 𝑙,
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(2𝑙 + 1)𝑆𝑔𝜅 (−𝑙 − 1)𝑔𝜅 (𝑙) = 𝜔𝜅 (−𝑙 − 1) − 𝜔𝜅 (𝑙). (2.124)

The energy independent RMTO in the region outside the atomic sphere is a solution

of the Dirac equation for 𝐸 = 𝑉c = 0 possessing the logarithmic derivative 𝐷𝜅 (0) = 𝐷0𝜅

(the tilde indicates free electrons). The radial solutions of the Dirac equations for free

electrons, singular and regular at the origin, have the forms of (2.61)–(2.62), respectively.

The RMTO 𝜒𝐾 (r), inside the central sphere equals Φ𝐾 (r,−𝑙 − 1). In the interstitial

region it is proportional to Φ̃𝐾 (r,−𝑙 − 1) and, inside any other sphere shifted by the

lattice translation vector R, it is the linear combination of Φ𝐾 (r−R, 𝑙′) with coefficients

that ensure continuity and differentiability of the RMTO over the entire space.

The Bloch sum of orbitals

𝜒k
𝐾 (r) =

∑︁
R

eik·R𝜒𝐾 (r − R) (2.125)

can be written using the generalized theorem of additivity (2.66) as

𝜒k
𝐾 (r) = Φ𝐾 (r,−𝑙 − 1) −

∑︁
𝐾 ′

Φ𝐾 ′ (r, 𝑙′)
2(2𝑙′ + 1)

𝑔𝜅 (𝑆,−𝑙 − 1)
𝑔𝜅′ (𝑆, 𝑙′)

𝑆k
𝐾 ′𝐾 , (2.126)

where 𝑆k
𝐾 ′𝐾 is defined in (2.70). The second term in this expression is the sum of the

RMTO tails coming from all other atoms in the crystal.

We use (2.124) to rewrite (2.126)

𝜒k
𝐾 (r) = Φ𝐾 (r,−𝑙 − 1) −

∑︁
𝐾 ′

Φ𝐾 ′ (r, 𝑙′)
𝜔𝜅′ (−𝑙′ − 1) − 𝜔𝜅′ (𝑙′)

×
√︂
𝑆

2
𝑔𝜅′ (𝑆,−𝑙′ − 1)𝑆k

𝐾 ′𝐾

√︂
𝑆

2
𝑔𝜅 (𝑆,−𝑙 − 1). (2.127)

Taking (2.119)–(2.120) into account, we obtain the relativistic LMTO-ASA elements

of the Hamiltonian and overlap matrices
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𝐻k
𝐾 ′𝐾 = ⟨𝜒k

𝐾 ′ | H | 𝜒k
𝐾⟩ = 𝐻

(1)
𝜅′ 𝛿𝐾 ′𝐾 −

√︂
𝑆

2
𝑔𝜅′ (𝑆,−𝑙′ − 1) (2.128)

×
[(
𝐻

(2)
𝜅′ + 𝐻 (2)

𝜅

)
𝑆k
𝐾 ′𝐾 −

∑︁
𝐾 ′′
𝑆k
𝐾 ′𝐾 ′′𝐻

(3)
𝜅′′ 𝑆

k
𝐾 ′′𝐾

]√︂𝑆

2
𝑔𝜅 (𝑆,−𝑙 − 1),

𝑂k
𝐾 ′𝐾 = ⟨𝜒k

𝐾 ′ | 𝜒k
𝐾⟩ = 𝑂

(1)
𝜅 𝛿𝐾 ′𝐾 −

√︂
𝑆

2
𝑔𝜅′ (𝑆,−𝑙′ − 1) (2.129)

×
[(
𝑂

(2)
𝜅′ +𝑂 (2)

𝜅

)
𝑆k
𝐾 ′𝐾 −

∑︁
𝐾 ′′
𝑆k
𝐾 ′𝐾 ′′𝑂

(3)
𝜅′′ 𝑆

k
𝐾 ′′𝐾

]√︂𝑆

2
𝑔𝜅 (𝑆,−𝑙 − 1),

where

𝑂
(1)
𝜅 = 1 + ⟨| ¤Φ𝜈𝜅 |2⟩𝜔2

𝜅 (−𝑙 − 1),

𝑂
(2)
𝜅 =

1 + ⟨| ¤Φ𝜈𝜅 |2⟩𝜔𝜅 (−𝑙 − 1)𝜔𝜅 (𝑙)
𝜔𝜅 (−𝑙 − 1) − 𝜔𝜅 (𝑙)

,

𝑂
(3)
𝜅 =

1 + ⟨| ¤Φ𝜈𝜅 |2⟩𝜔2
𝜅 (𝑙)

2𝑆[(2𝑙 + 1)𝑔𝜅 (𝑙)]2 ,

𝐻
(1)
𝜅 = 𝜔𝜅 (−𝑙 − 1) + 𝐸𝜈𝜅𝑂 (1)

𝜅 ,

𝐻
(2)
𝜅 =

1
2
+ 𝜔𝜅 (𝑙)
𝜔𝜅 (−𝑙 − 1) − 𝜔𝜅 (𝑙)

+ 𝐸𝜈𝜅𝑂 (2)
𝜅 , (2.130)

𝐻
(3)
𝜅 =

𝜔𝜅 (𝑙)
2𝑆[(2𝑙 + 1)𝑔𝜅 (𝑙)]2 + 𝐸𝜈𝜅𝑂 (3)

𝜅 .

In (2.128)–(2.129), the terms with the indices 1, 2, and 3 are one-, two-, and three-center

integrals, respectively.

The direct procedure to calculate the combined corrections is the following. The

integrals over the unit cell {𝜒k
𝐾 ′ | . . . | 𝜒k

𝐾
} are represented as the sum of two terms:

integrals over the MT sphere ⟨𝜒k
𝐾 ′ | . . . | 𝜒k

𝐾
⟩ and those over the interstitial region. Note

that in the latter, the orbitals 𝜒k
𝐾
(r) can be replaced with those for free electrons 𝜒̃k

𝐾
(r):

𝑂k
𝐾 ′𝐾 = ⟨𝜒k

𝐾 ′ | 𝜒k
𝐾⟩ + { 𝜒̃k

𝐾 ′ | 𝜒̃k
𝐾} − ⟨𝜒̃k

𝐾 ′ | 𝜒̃k
𝐾⟩. (2.131)



43

Since in the interstitial region H𝜒̃k
𝐾
(r) = 𝑉c 𝜒̃

k
𝐾
(r), then

𝐻k
𝐾 ′𝐾 = ⟨𝜒k

𝐾 ′ |H|𝜒k
𝐾⟩ +𝑉c{ 𝜒̃k

𝐾 ′ | 𝜒̃k
𝐾} −𝑉c⟨𝜒̃k

𝐾 ′ | 𝜒̃k
𝐾⟩. (2.132)

The RMTO for free electrons 𝜒̃k
𝐾
(r) must match with 𝜒k

𝐾
(r) in the interstitial region.

The behavior of 𝜒̃k
𝐾
(r) inside spheres is in principle arbitrary. However, for the integral

⟨𝜒̃k
𝐾 ′ | 𝜒̃k

𝐾
⟩ to have the form of (2.129), the orbital 𝜒̃k

𝐾
(r) must be similar to (2.115)–

(2.116). The radial part of this normalized RMTO of free electrons for 𝑉 (𝑟) = 0,

𝐸𝜈 = 0, to within the 1/𝑐2 terms is

Φ̃𝑁
𝜅 (𝑟, 𝐷) = Φ̃𝑁

0𝜅 (𝑟) + 𝜔𝜅 (𝐷)
¤̃
Φ𝑁

0𝜅 (𝑟), (2.133)

where

Φ̃𝑁
0𝜅 (𝑟) = Φ̃𝜅 (𝑟, 𝑙)

√︂
2𝑙 + 3
𝑆3 ,

¤̃
Φ
𝑁

0𝜅 (𝑟) =

√︂
2𝑙 + 3
𝑆3

( 𝑟
𝑆

) 𝑙 ©­«
𝑆2

2

[
−1

2𝑙+3
(
𝑟
𝑠

)2 + 1
2𝑙+5

]
i𝑆
𝑐

−1
2+𝑙−𝜅

[
𝑟
𝑆
− 𝜅+𝑙+1

2𝑙+5
(
𝑟
𝑆

)−1
] ª®¬ . (2.134)

Therefore, the RMTO for free electrons are

𝜒̃𝐾 (r) =


𝑔𝜅 (−𝑙−1)
𝑔̃𝑁𝜅 (−𝑙−1) Φ̃

𝑁
𝐾
(r,−𝑙 − 1), 𝑟 ≤ 𝑆

𝑔𝜅 (−𝑙 − 1)Φ̃𝐾 (r,−𝑙 − 1), 𝑟 > 𝑆.
(2.135)

Expanding 𝑗𝑙 (𝑘𝑟) at 𝑘 = 0 as a series, we may obtain the corresponding expressions

for potential parameters for free electrons with accuracy of the 1/𝑐2 terms (Table 2.1).

In reciprocal space the Bloch sum of the orbitals of free electrons may be represented

similarly to the nonrelativistic case (2.102):

𝜒̃k
𝐾 (r) = 𝑔𝜅 (𝑆,−𝑙 − 1)

∑︁
G𝑛

eik𝑛·r𝐹𝐾 (k𝑛), (2.136)
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where k𝑛 = k + G𝑛, G𝑛 is the reciprocal lattice vector. Then the integral over the cell

becomes

{ 𝜒̃k
𝐾 ′ | 𝜒̃k

𝐾} = Ω0𝑔𝜅′ (𝑆,−𝑙′ − 1)𝑔𝜅 (𝑆,−𝑙 − 1)
∑︁
G𝑛

𝐹
†
𝐾 ′ (k𝑛)𝐹𝐾 (k𝑛). (2.137)

We restrict ourselves to defining only the upper two larger components of the four-

component vector 𝐹𝐾 (k𝑛), since its smaller components are on the order of 1/𝑐 and make

a contribution into the integral over the cell of 1/𝑐2 order. Then, with the 1/𝑐2-order

terms we have

𝐹𝐾 (k𝑛) = (2𝑙 + 1) (2𝑙 + 3)4𝜋𝑆3

Ω0

𝑗𝑙+1(𝑘𝑛𝑆)
(𝑘𝑛𝑆)3

(
𝜒𝐾 (k̂𝑛)

0

)
. (2.138)

As a result, we obtain for the relativistic LMTO matrix elements

𝐻k
𝐾 ′𝐾 = 𝐻̄k

𝐾 ′𝐾 +𝑉c{ 𝜒̃k
𝐾 ′ | 𝜒̃k

𝐾}, (2.139)

𝑂k
𝐾 ′𝐾 = 𝑂̄k

𝐾 ′𝐾 + { 𝜒̃k
𝐾 ′ | 𝜒̃k

𝐾}, (2.140)

where 𝐻̄k
𝐾 ′𝐾 and 𝑂̄k

𝐾 ′𝐾 are defined in (2.128)–(2.129) and instead of 𝐻 (𝑖)
𝜅 and 𝑂 (𝑖)

𝜅 , the

𝐻̄
(𝑖)
𝜅 = 𝐻

(𝑖)
𝜅 −𝑉c𝐶

(𝑖)
𝜅 , 𝑂̄

(𝑖)
𝜅 = 𝑂

(𝑖)
𝜅 − 𝐶 (𝑖)

𝜅 , 𝑖 = 1, 2, 3, (2.141)

𝐶
(1)
𝜅 =

[
1 + (2𝑙 + 1)2

4(2𝑙 + 3) (2𝑙 + 7)

]
4(2𝑙 + 3)𝑆3𝑔2

𝜅 (𝑆,−𝑙 − 1)
(2𝑙 + 5)2 ,

𝐶
(2)
𝜅 =

2𝑆2

(2𝑙 + 1) (2𝑙 + 5) , 𝐶
(3)
𝜅 =

𝑆2

2(2𝑙 + 1)2(2𝑙 + 3)
(2.142)

are included. Here, like in the nonrelativistic case, the potential parameters and structure

constants are calculated on the MT spheres.

Relativistic Spin-Polarized LMTO Method. The most widely used approach to

treat both relativistic and the effect of the magnetic field on electrons in a solids is based

on a scheme proposed by MacDonald and Vosko [160]. In this approach the Dirac



45

equation for a spin-dependent potential has the form

[𝐻 (r) − 𝐸]Ψ(r) = 0, (2.143)

𝐻 (r) = 𝐻0(r) + 𝐻𝑀 (r), (2.144)

where the Dirac operator 𝐻0(r), the spin-dependent part of the Hamiltonian 𝐻𝑀 (r) and

an effective magnetic field B(r) are

𝐻0(r) = 𝑐𝜶p + 𝛽𝑐2/2 + I𝑉 (r), (2.145)

𝐻𝑀 (r) = 𝛽𝝈B(r), (2.146)

B(r) = 𝜇B (Bxc(r) + Bext(r)) , (2.147)

here Bext is an external field, the subscript xc refers to the exchange-correlation poten-

tial. If we denote the electron and the spin magnetization densities as 𝑛(r) and m(r)
respectively, then

𝑉xc(r) =
𝛿

𝛿𝑛
𝐸xc[𝑛,m], Bxc(r) =

𝛿

𝛿m
𝐸xc[𝑛,m] . (2.148)

Perturbational approach to the spin-polarized relativistic LMTO method. The

easiest way to deal with the full Hamiltonian operator for a spin-dependent potential is to

apply perturbation theory or, in other words, take into account the spin-dependent part

𝐻𝑀 (r) of 𝐻 (r) only within the variational step [161]. This means that an approximate

RLMTO Hamiltonian matrix 𝐻k0
𝐾 ′𝐾 is evaluated as for the non-spin-polarized case. The

matrix elements 𝐻k
𝐾 ′𝐾 = ⟨𝜒k

𝐾 ′ |𝐻𝑀 |𝜒k
𝐾
⟩ can be easily be expressed in terms of 𝐻𝑀 (r)

matrix elements on the functions Φ𝐾 (r, 𝐷). These, in turn, are given by [161]

⟨Φ𝐾 ′ (r, 𝐷′) | 𝐻𝑀 (r) | Φ𝐾 (r, 𝐷)⟩ = 𝐺 (𝜅′, 𝜅, 𝜇) [𝐵{𝑔𝜅′, 𝑔𝜅} + 𝜔𝜅 (𝐷)𝐵{𝑔𝜅′, ¤𝑔𝜅}

+𝜔𝜅′ (𝐷′)𝐵{ ¤𝑔𝜅′, 𝑔𝜅} + 𝜔𝜅′ (𝐷′)𝜔𝜅 (𝐷)𝐵{ ¤𝑔𝜅′, ¤𝑔𝜅}] + 𝐺 (−𝜅′,−𝜅, 𝜇) [𝐵{ 𝑓𝜅′, 𝑓𝜅}

+𝜔𝜅 (𝐷)𝐵{ 𝑓𝜅′, ¤𝑓𝜅} + 𝜔𝜅′ (𝐷′)𝐵{ ¤𝑓𝜅′, 𝑓𝜅} + 𝜔𝜅′ (𝐷′)𝜔𝜅 (𝐷)𝐵{ ¤𝑓𝜅′, ¤𝑓𝜅}], (2.149)
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with

𝐺 (𝜅′, 𝜅, 𝜇) = 𝛿𝜇𝜇′


−𝜇/(𝜅 + 1/2), 𝜅 = 𝜅′,

−
√︁

1 − [𝜇/(𝜅 + 1/2)]2, 𝜅 = −𝜅′ − 1,

0, otherwise,

(2.150)

⟨𝜒𝜇
′

𝜅′ |𝜎𝑧 |𝜒
𝜇
𝜅 ⟩ = 𝛿𝜇𝜇′𝐺 (𝜅′, 𝜅, 𝜇), (2.151)

𝐵{ ¤𝑔𝜅′, 𝑔𝜅} =
∫

𝑑𝑟 𝑟2𝐵(𝑟) ¤𝑔𝜅′ (𝑟)𝑔𝜅 (𝑟), (2.152)

and analogously for all other functions 𝐵{𝛼𝜅′, 𝛽𝜅} with 𝛼, 𝛽 = (𝑔, ¤𝑔, 𝑓 , ¤𝑓 ).
Due to the properties of the angular part ⟨𝜒𝜇

′

𝜅′ (r̂) |𝜎𝑧 |𝜒
𝜇
𝜅 (r̂)⟩, the matrix elements

⟨Φ𝐾 ′ (r, 𝐷′) |𝐻𝑀 (r) |Φ𝐾 (r, 𝐷)⟩ are only diagonal in 𝑙 and 𝜇, which means, apart from

the coupling between functions with 𝜅 = 𝜅′, there is a coupling for 𝜅 = −𝜅′ − 1.

However, this coupling produces no remarkable difficulties to setting up the matrix

𝐻k
𝐾 ′𝐾 . Because all further steps within this perturbational approach are completely

identical to a conventional RLMTO calculations, this method provides a very simple

way to perform spin-polarized relativistic band structure calculations. In spite of this

approximation used, this scheme nevertheless gives results in very good agreement with

the SPR RLMTO one, while being very simple to be implemented [161].

The SPR LMTO method. A more accurate solution to the spin-polarized relativis-

tic band structure problem than the perturbational methods will be obtained by setting

up the RMTOs by using proper solutions to the single-site Dirac equation for a spin-

dependent potential. Spin-polarized fully relativistic LMTO (SPR RLMTO) method

have been developed by Ebert [161], Solovyev et al. [162] and Krasovskii [163].

As shown by Feder et al. [164], Strange et al. [165], and also Cortona et al. [166],

the spin-dependent potential in the Dirac equation results in sets of an infinite number

of coupled equations for the radial functions. The usual approximation is to neglect

the weak spin-orbit coupling of the order of (1/𝑐2) (1/𝑟) [𝑑𝐵(𝑟)/𝑑𝑟] between the states

with Δ𝑙 = ±2 and Δ 𝑗 = ±1
2 so that the infinite set decomposes into independent sets

of four (for |𝜇 | ≤ 𝑙 − 1/2) or two (for |𝜇 | = 𝑙 + 1/2) coupled equations for each 𝑙𝜇.

Therefore The solution of Eq. (2.143) inside the atomic sphere is chosen as
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Ψ(r, 𝐸) =
∑︁
𝑙𝑠𝜇

∑︁
𝜂=1,2

𝑐
𝜂

𝑙𝜇
𝜑
𝑠,𝜂

𝑙𝜇
(r, 𝐸), (2.153)

where the partial solution takes the form

𝜑
𝑠,𝜂

𝑙𝜇
(r, 𝐸) = i𝑙 ©­«

𝑔
𝑠,𝜂

𝑙𝜇
(𝑟, 𝐸) 𝜒𝑠

𝑙,𝜇
(r̂)

i 𝑓 𝑠,𝜂
𝑙𝜇

(𝑟, 𝐸) 𝜒−𝑠
𝑙+2𝑠,𝜇 (r̂)

ª®¬ . (2.154)

Similar to the conventional RLMTO method, the expression for the wave function

with an arbitrary logarithmic derivative 𝐷 reads [163]

Φ𝑠
𝑙𝜇 (r, 𝐷) =

∑︁
𝜂

[
𝑎
𝜂

𝑙𝜇
(𝐷)𝜑𝑠,𝜂

𝑙𝜇
(r, 𝐸𝜈) + 𝑏𝜂𝑙𝜇 (𝐷) ¤𝜑

𝑠,𝜂

𝑙𝜇
(r, 𝐸𝜈)

]
. (2.155)

In principle, one could go on completely analogously to the conventional LMTO

method to construct SPR MTOs. This approach results, however, in a very inconvenient

form of the Hamiltonian and overlap matrix elements. An alternative way [161] to set

up the MTOs is simply to augmented smoothly the interstitial solutions 𝑛𝑙𝜇 (r) within

the central cell by Φ𝑙𝜇 (r,−𝑙 − 1) and in all other spheres by linear combinations of

Φ𝑙𝜇 (r, 𝑙′). These functions Φ𝑙𝜇 (r, 𝐷) are now found by smoothly matching linear

combinations of the solutions 𝜑𝑠,𝜂
𝑙𝜇
(r, 𝐸𝜈) and their energy derivatives ¤𝜑𝑠,𝜂

𝑙𝜇
(r, 𝐸𝜈) to the

Neumann solutions 𝑛𝑙𝜇 (r) for 𝐷 = −𝑙 − 1 and to the Bessel solutions 𝑗𝑙𝜇 (r) for 𝐷 = 𝑙,

respectively. The corresponding matching conditions for 𝑟 = 𝑆 then reads∑︁
𝜂

[
𝑎
𝜂

𝑙𝜇
(𝐷)𝑔1/2,𝜂

𝑙𝜇
(𝑆) + 𝑏𝜂

𝑙𝜇
(𝐷) ¤𝑔1/2,𝜂

𝑙𝜇
(𝑆)

]
= 1, (2.156)

∑︁
𝜂

[
𝑎
𝜂

𝑙𝜇
(𝐷) 𝑓 1/2,𝜂

𝑙𝜇
(𝑆) + 𝑏𝜂

𝑙𝜇
(𝐷) ¤𝑓 1/2,𝜂

𝑙𝜇
(𝑆)

]
=


−2𝑙+1

𝑐𝑆
, 𝐷 = −𝑙 − 1,

0, 𝐷 = 𝑙,
(2.157)

∑︁
𝜂

[
𝑎
𝜂

𝑙𝜇
(𝐷)𝑔−1/2,𝜂

𝑙𝜇
(𝑆) + 𝑏𝜂

𝑙𝜇
(𝐷) ¤𝑔−1/2,𝜂

𝑙𝜇
(𝑆)

]
= 1, (2.158)
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∑︁
𝜂

[
𝑎
𝜂

𝑙𝜇
(𝐷) 𝑓 −1/2,𝜂

𝑙𝜇
(𝑆) + 𝑏𝜂

𝑙𝜇
(𝐷) ¤𝑓 −1/2,𝜂

𝑙𝜇
(𝑆)

]
=


0, 𝐷 = −𝑙 − 1,

−2𝑙+1
𝑐𝑆
, 𝐷 = 𝑙.

(2.159)

The Dirac equation (2.143) for free-electron states with 𝐸 − 𝑉 − 𝛽𝝈B = 0 has two

singular and regular at the origin bispinor solutions [158, 163], respectively

𝜙𝑠𝑙𝜇 (r,−𝑙 − 1) = i𝑙 ©­«
( 𝑟
𝑆
)−𝑙−1 𝜒𝑠

𝑙,𝜇
(r̂)

−iΘ(𝑠) 2𝑙+1
𝑐𝑆

( 𝑟
𝑆
)−𝑙−2 𝜒−𝑠

𝑙+2𝑠,𝜇 (r̂)
ª®¬ (2.160)

𝜙𝑠𝑙𝜇 (r, 𝑙) = i𝑙 ©­«
( 𝑟
𝑆
)𝑙 𝜒𝑠

𝑙,𝜇
(r̂)

iΘ(−𝑠) 2𝑙+1
𝑐𝑆

( 𝑟
𝑆
)𝑙−1 𝜒−𝑠

𝑙+2𝑠,𝜇 (r̂)
ª®¬ . (2.161)

The one-center expansion of the Bloch sum of the free-electron relativistic muffin-tin

orbitals 𝜒̃𝑠
𝑙𝜇
(r) (𝑠 = ±1/2) in the sphere at q′ has the form

𝜒̃
k,𝑠
𝐿𝜇

(r − q′) = 𝛿q′q𝜙
𝑠
𝐿𝜇 (r − q,−𝑙 − 1) −

∑︁
𝑙′𝑠′𝜇′

𝜙𝑠
′

𝐿′𝜇′ (r − q′, 𝑙′)
2(2𝑙′ + 1)

√︄
𝑆𝑞

𝑆𝑞′
𝑆k
𝐿′,𝑠′,𝜇′;𝐿,𝑠,𝜇.

Here the subscript 𝐿 denotes the set {q, 𝑙}, q is the position of an atom in the unit

cell. The relativistic structure constants 𝑆k
𝐿′,𝑠′,𝜇′;𝐿,𝑠,𝜇 are related to the non-relativistic

constants by the expression (2.70).

Inside a sphere at the site q the SPR MTO 𝜒
𝐿𝜇
(r) is now given byΦ𝑠

𝐿𝜇
(r−q,−𝑙−1).

In the interstitial region we assume that 𝐸 − 𝑉 − 𝛽𝝈B = 0, and the expression for the

SPR LMTO is 𝜒̃𝑠
𝐿𝜇
(r−q,−𝑙 − 1). In a sphere centered at a different lattice site R+q′ it

is a linear combination of the functions Φ𝑠′

𝐿′𝜇′ (r − R − q′, 𝑙′) such that the SPR LMTO

𝜒
𝐿𝜇
(r) is continuous everywhere in the crystal. Then a one-center expansion of the

Bloch sum of the SPR LMTOs can be constructed. In the sphere at q′ it reads

𝜒
k,𝑠
𝐿𝜇

(r − q′) = 𝛿q′qΦ
𝑠
𝐿𝜇 (−𝑙 − 1, r − q) −

∑︁
𝑙′𝑠′𝜇′

Φ𝑠′

𝐿′𝜇′ (r − q′, 𝑙′)
2(2𝑙′ + 1)

√︄
𝑆𝑞

𝑆𝑞′
𝑆k
𝐿′,𝑠′,𝜇′;𝐿,𝑠,𝜇. (2.162)

In terms of the basic functions (2.162) the trial function is



49

Ψk(r, 𝐸k
𝑖 ) =

∑︁
𝐿,𝑠,𝜇

𝐶
k,𝑠
𝑖,𝐿𝜇

𝜒
k,𝑠
𝐿𝜇

(r), (2.163)

and the variational problem arising from the crystal Dirac equation leads to the gener-

alized eigenvalue problem∑︁
𝐿,𝑠,𝜇

(
𝐻

k,𝑠′𝑠
𝐿′𝜇′,𝐿𝜇 − 𝐸

k
𝑖 𝑂

k,𝑠′𝑠
𝐿′𝜇′,𝐿𝜇

)
𝐶

k,𝑠
𝑖,𝐿𝜇

= 0, (2.164)

which is linear in energy since the basis functions do not depend on energy. The

diagonalization of this set yields eigenvalues 𝐸k
𝑖

and eigenfunctions 𝐴k,𝑠
𝑖,𝐿𝜇

for a given

Bloch vector k (𝑖 is the band number).

The overlap and Hamiltonian matrixes now read [163]

𝑂
k,𝑠′𝑠
𝐿′𝜇′,𝐿𝜇 =

∑︁
q′′

⟨𝜒k,𝑠′
𝐿′𝜇′ (r) | 𝜒

k,𝑠
𝐿𝜇

(r)⟩q′ =

𝛿𝐿′𝐿𝛿𝜇′𝜇𝛿𝑠′𝑠⟨Φ𝑠
𝐿𝜇 (−𝑙 − 1) | Φ𝑠

𝐿𝜇 (−𝑙 − 1)⟩

−
[
⟨Φ𝑠′

𝐿′𝜇′ (−𝑙
′ − 1) | Φ𝑠′

𝐿′𝜇′ (𝑙
′)⟩

2(2𝑙′ + 1)

√︄
𝑆q

𝑆q′

+
⟨Φ𝑠

𝐿𝜇
(−𝑙 − 1) | Φ𝑠

𝐿𝜇
(𝑙)⟩

2(2𝑙 + 1)

√︄
𝑆q′

𝑆q

]
𝑆k
𝐿′,𝑠′,𝜇′;𝐿,𝑠,𝜇

+
√︁
𝑆q′𝑆q

∑︁
𝐿′′𝑠′′𝜇′′

⟨Φ𝑠′′

𝐿′′𝜇′′ (𝑙
′′) | Φ𝑠′′

𝐿′′𝜇′′ (𝑙
′′)⟩

𝑆q′′ [2𝑙′′(𝑙′′ + 1)]2

× 𝑆k
𝐿′,𝑠′,𝜇′;𝐿′′,𝑠′′,𝜇′′𝑆

k
𝐿′′,𝑠′′,𝜇′′;𝐿,𝑠,𝜇, (2.165)

𝐻𝑀
𝑧 = 𝛽𝜎𝑧𝐵𝑧 (r), (2.166)

𝐻
k,𝑠′𝑠
𝐿′𝜇′,𝐿𝜇 =

∑︁
q′′

⟨𝜒k,𝑠′
𝐿′𝜇′ (r) | 𝐻 | 𝜒k,𝑠

𝐿𝜇
(r)⟩q′′ =

𝛿𝐿′𝐿𝛿𝜇′𝜇{𝛿𝑠′𝑠⟨Φ𝑠
𝐿𝜇 (−𝑙 − 1) | 𝐻0 + 𝐻𝑀

𝑧 | Φ𝑠
𝐿𝜇 (−𝑙 − 1)⟩

+(1 − 𝛿𝑠′𝑠)⟨Φ−𝑠
𝐿𝜇 (−𝑙 − 1) | 𝐻𝑀

𝑧 | Φ𝑠
𝐿𝜇 (−𝑙 − 1)⟩}

−
{[

⟨Φ𝑠′

𝐿′𝜇′ (−𝑙
′ − 1) | 𝐻0 + 𝐻𝑀

𝑧 | Φ𝑠′

𝐿′𝜇′ (𝑙
′)⟩

2(2𝑙′ + 1)

√︄
𝑆q

𝑆q′

+
⟨Φ𝑠

𝐿𝜇
(−𝑙 − 1) | 𝐻0 + 𝐻𝑀

𝑧 | Φ𝑠
𝐿𝜇
(𝑙)⟩

2(2𝑙 + 1)

√︄
𝑆q′

𝑆q
+
𝑆q′𝑆q

2

]
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×𝑆k
𝐿′,𝑠′,𝜇′;𝐿,𝑠,𝜇 +

⟨Φ𝑠′

𝐿′𝜇′ (−𝑙
′ − 1) | 𝐻𝑀

𝑧 | Φ−𝑠′
𝐿′𝜇′ (𝑙

′)⟩
2(2𝑙′ + 1)

×

√︄
𝑆q

𝑆q′
𝑆k
𝐿′,−𝑠′,𝜇′;𝐿,𝑠,𝜇 +

⟨Φ𝑠
𝐿𝜇
(−𝑙 − 1) | 𝐻𝑀

𝑧 | Φ−𝑠
𝐿𝜇
(𝑙)⟩

2(2𝑙 + 1) ×

×

√︄
𝑆q′

𝑆q
𝑆k
𝐿′,𝑠′,𝜇′;𝐿,−𝑠,𝜇

}
+
√︁
𝑆q ′𝑆q

∑︁
𝐿′′𝑠′′𝜇′′

⟨Φ𝑠′′

𝐿′′𝜇′′ (𝑙
′′) | 𝐻0 + 𝐻𝑀

𝑧 | Φ𝑠′′

𝐿′′𝜇′′ (𝑙
′′)⟩

𝑆q′′ [2𝑙′′(𝑙′′ + 1)]2

×
[
𝑆k
𝐿′,𝑠′,𝜇′;𝐿′′,𝑠′′,𝜇′′𝑆

k
𝐿′′,𝑠′′,𝜇′′;𝐿,𝑠,𝜇 (2.167)

+ ⟨Φ−𝑠′′
𝐿′′𝜇′′ (𝑙

′′) | 𝐻𝑀
𝑧 | Φ𝑠′′

𝐿′′𝜇′′ (𝑙
′′)⟩𝑆k

𝐿′,𝑠′,𝜇′;𝐿,𝑠,𝜇𝑆
k
𝐿′′,−𝑠′′,𝜇′′;𝐿,𝑠,𝜇

]
.

Radial matrix elements for an arbitrary wave function 𝜑̄𝑠′
𝐿′𝜇′ (r), 𝜑

𝑠
𝐿𝜇
(r), which has

the structure of Φ𝑠
𝑙𝜇
(r, 𝐷) (2.155) are [163]

⟨𝜑̄𝑠′𝐿′𝜇′ | 𝜑
𝑠
𝐿𝜇⟩ = 𝛿𝑙′𝑙𝛿𝑠′𝑠𝛿𝜇′𝜇

∫ 𝑆

0
𝑑𝑟 𝑟2(𝑔̄𝑠𝑙𝜇𝑔

𝑠
𝑙𝜇 + 𝑓 𝑠𝑙𝜇 𝑓

𝑠
𝑙𝜇), (2.168)

⟨𝜑̄𝑠′𝐿′𝜇′ | 𝐻
0 | 𝜑𝑠𝐿𝜇⟩ = 𝛿𝑙′𝑙𝛿𝑠′𝑠𝛿𝜇′𝜇

∫ 𝑆

0
𝑑𝑟 𝑟2

{
−𝑔̄𝑠𝑙𝜇

[ 𝑑
𝑑𝑟

+ 1 − 𝜅
𝑟

]
𝑐 𝑓 𝑠𝑙𝜇

+𝑐 𝑓 𝑠𝑙𝜇
[ 𝑑
𝑑𝑟

+ 1 + 𝜅
𝑟

]
𝑔𝑠𝑙𝜇 +𝑉 (𝑟)𝑔̄

𝑠
𝑙𝜇𝑔

𝑠
𝑙𝜇

[𝑉 (𝑟)
𝑐2 − 1

]
𝑐2 𝑓 𝑠𝑙𝜇 𝑓

𝑠
𝑙𝜇

}
, (2.169)

⟨𝜑̄𝑠′𝐿′𝜇′ | 𝛽𝜎𝑧𝐵𝑧 | 𝜑
𝑠
𝐿𝜇⟩ = −𝛿𝑙′𝑙𝛿𝜇′𝜇

{
𝜇𝛿𝑠′𝑠

∫ 𝑆

0
𝑑𝑟 𝑟2

[ 𝑔̄𝑠
𝑙𝜇
𝑔𝑠
𝑙𝜇

𝜅 + 1/2
+

+
𝑓 𝑠
𝑙𝜇
𝑓 𝑠
𝑙𝜇

𝜅 − 1/2

]
𝐵𝑧 (𝑟) − (1 − 𝛿𝑠′𝑠)

∫ 𝑆

0
𝑑𝑟 𝑟2

√︄
1 −

( 𝜇

𝑙 + 1/2

)2
𝑔̄−𝑠𝑙𝜇 𝑔

𝑠
𝑙𝜇𝐵𝑧 (𝑟)

}
,

(2.170)

⟨𝜑̄𝑠′𝐿′𝜇′ | 𝛽𝑙𝑧 | 𝜑
𝑠
𝐿𝜇⟩ = 𝛿𝑙′𝑙𝛿𝜇′𝜇

{
𝜇𝛿𝑠′𝑠

∫ 𝑆

0
𝑑𝑟 𝑟2sgn(𝜅)

[ 𝜅 + 1
𝑙 + 1/2

𝑔̄𝑠𝑙𝜇𝑔
𝑠
𝑙𝜇

+ 𝜅 − 1
𝜅 − 1/2

𝑓 𝑠𝑙𝜇 𝑓
𝑠
𝑙𝜇

]
+ 1 − 𝛿𝑠′𝑠

2

∫ 𝑆

0
𝑑𝑟 𝑟2

√︄
1 −

( 𝜇

𝑙 + 1/2

)2
𝑔̄−𝑠𝑙𝜇 𝑔

𝑠
𝑙𝜇

}
. (2.171)

If one neglect 𝐻𝑀
𝑧 (2.166) while solving the set of coupled radial equations then

the subscript 𝜂 in Eq. (2.155) is lost and one comes to the perturbation approach to the

SPR linear MTO described in previous section.

Finally, note that SPR LMTO formalism described above has two exact limits: the
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non-spin-polarized relativistic limit and the spin-polarized nonrelativistic limit. The

coupling between relativistic effects and intrinsic magnetic field is treated in SPR LMTO

method “on equal footing” both inside the atomic sphere and in the interstitial region.

2.3 Magneto-optical effects

Magneto-optical (MO) effects refer to various changes in the polarization state of

light upon interaction with materials possessing a net magnetic moment (spontaneous

or induced) including rotation of the plane of linearly polarized light (Faraday, Kerr

rotation), and the complementary differential absorption of left and right circularly

polarized light (circular dichroism). In the near visible spectral range these effects result

from excitation of electrons in the conduction band. Near XA edges, or resonances,

magneto-optical effects can be enhanced by transitions from well-defined atomic core

levels to transition symmetry selected valence states. There are at least two alternative

formalisms for describing resonant X-ray MO properties. One approach uses the

classical dielectric tensor [167]. Another one uses the resonant atomic scattering factor

including charge and magnetic contributions [168–170]. The equivalence of these

two description (within dipole approximation) is demonstrated in Ref. [171]. Using

straightforward symmetry considerations it can be shown that all MO phenomena are

caused by the symmetry reduction, in comparison to the paramagnetic state, caused

by magnetic ordering [172]. Concerning optical properties this symmetry reduction

only has consequences when SO coupling is considered in addition. To calculate MO

properties one therefore has to account for magnetism and SO coupling at the same time

when dealing with the electronic structure of the material considered.

MO effects in the x-ray region. In recent years the investigation of magneto-optical

effects in the soft x-ray range has gained great importance as a tool for the investigation

of magnetic materials. In 1975 the theoretical work of Erskine and Stern showed that

the XA could be used to determine the XMCD in transition metals when left- and right-

circularly polarized x-ray beams are used [173]. In 1985 Thole et al. [174] predicted

a strong magnetic dichroism in the 𝑀4,5 XA spectra of magnetic rare-earth materials,

for which they calculated the temperature and polarization dependence. A year later
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this MXD effect was confirmed experimentally by van der Laan et al. [175] at the Tb

𝑀4,5 XA edge of terbium iron garnet. The next year Schütz et al. [176] performed

measurements using x-ray transition at the 𝐾 edge of iron with circularly polarized

x-rays, where the asymmetry in absorption was found to be of the order of 10−4. This

was shortly followed by the observation of magnetic EXAFS [177]. A theoretical

description for the XMCD at the Fe 𝐾 XA edge was given by Ebert et al. [178] using a

SPR version of multiple scattering theory. In 1990 Chen et al. [179] observed a large

magnetic dichroism at the 𝐿2,3 edge of nickel. Also cobalt and iron showed huge effects,

which rapidly brought forward the study of magnetic 3𝑑 transition metals, which are of

technological interest. Full multiplet calculations for 3𝑑 transition metal 𝐿2,3 edges by

Thole and van der Laan [180] were confirmed by several measurements on transition

metal oxides. First considered as a rather exotic technique, MXD has now developed

as an important measurement technique for local magnetic moments. XMCD enables a

quantitative determination of spin and orbital magnetic moments [181], element-specific

imaging of magnetic domains [182] or polarization analysis [183].

Magnetic circular dichroism is first order in M (or 𝜀𝑥𝑦) and is given by 𝑘+ − 𝑘− or

𝑛+ − 𝑛−, respectively, the later representing the magneto-optical rotation of the plane of

polarization (Faraday effect). Magnetic linear dichroism (MLD) 𝑛⊥ − 𝑛∥ (also known

as the Voigt effect) is quadratic in M. The Voigt effect is present in both ferromagnets

and antiferromagnets, while the first order MO effects in the forward scattering beam

are absent with the net magnetization in antiferromagnets.

The alternative consideration of the MO effects is based on the atomic scattering fac-

tor 𝑓 (𝜔, q), which provides a microscopic description of the interaction of x-ray photons

with magnetic ions. For forward scattering (q = 0) 𝑓 (𝜔) = 𝑍 + 𝑓 ′(𝜔) + i 𝑓 ′′(𝜔), where

𝑍 is the atomic number. 𝑓 ′(𝜔) and 𝑓 ′′(𝜔) are the anomalous dispersion corrections

related to each other by the Kramers-Kronig transformation. The general equivalence

of these two formalisms can be seen by noting the one-to-one correspondence of terms

describing the same polarization dependence for the same normal modes [171]. For a

multicomponent sample they relate to 𝑛 and 𝑘 through
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𝑛(𝜔) = 2𝜋𝑐2𝑟𝑒

𝜔2

∑︁
𝑖

𝑍𝑖 𝑓
′
𝑖 (𝜔)𝑁𝑖, (2.172)

𝑘 (𝜔) = 2𝜋𝑐2𝑟𝑒

𝜔2

∑︁
𝑖

𝑓 ′′𝑖 (𝜔)𝑁𝑖, (2.173)

where the sum is over atomic spheres, each having number density 𝑁𝑖, and 𝑟𝑒 is the

classical electron radius. The x-ray absorption coefficient for polarization 𝜆 may be

written in terms of 𝑓 ′′
𝜆
(𝜔) as

𝜇𝜆 (𝜔) = 4𝜋𝑟𝑒𝑐
Ω𝜔

𝑓 ′′𝜆 (𝜔), (2.174)

where Ω is the atomic volume. x-ray MCD which is the difference in XA for right-

and left-circularly polarized photons (𝜇+ – 𝜇−) can be presented by ( 𝑓 ′′+ – 𝑓 ′′− ). Faraday

rotation 𝜃F(𝜔) of linear polarization measures MCD in the real part 𝑓 ′
𝜆

of the resonant

magnetic x-ray scattering amplitude, i.e. [184]

𝜃𝐹 (𝜔) =
𝜔𝑙

2𝑐
Re[𝑛+ − 𝑛−] =

𝜋𝑙𝑟𝑒

Ω𝜔
( 𝑓 ′− (𝜔) − 𝑓 ′+(𝜔)). (2.175)

Finally, the scattering x-ray intensity from an elemental magnet at the Bragg reflec-

tion measured in the resonant magnetic x-ray scattering experiments is just the squared

modulus of the total scattering amplitude, which is a linear combination of ( 𝑓 ′± + i 𝑓 ′′± ,

𝑓 ′𝑧 + i 𝑓 ′′𝑧 ) with the coefficients fully determined by the experimental geometry [185].

Multiple scattering theory is usually used to calculate the resonant magnetic x-ray

scattering amplitude ( 𝑓 ′ + i 𝑓 ′′) [167, 185, 186].

We should mentioned that the general equivalence of the dielectric tensor and

scattering factor descriptions holds only in the case of dipole transitions contributing to

atomic scattering factor 𝑓 (𝜔). Higher-order multipole terms have different polarization

dependence [168, 169].

Using straightforward symmetry considerations it can be shown that all magneto-

optical phenomena (XMCD, MO Kerr and Faraday effects) is caused by the symmetry

reduction, in comparison to the paramagnetic state, caused by magnetic ordering [172].
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Concerning the XMCD properties this symmetry reduction only has consequences

when SO coupling is considered in addition. To calculate the XMCD properties one

has to account for magnetism and SO coupling at the same time when dealing with

the electronic structure of the material considered. Theoretical description of magnetic

dichroism can be cast into four categories. On the one hand, there are one-particle

(ground-state) and many-body (excited-state) theories; on the other hand, there are

theories for single atoms and those which take into account the solid state. For atomic

one-particle theories we refer to Refs. [187] and [188], for atomic many-particle

multiplet theory to Refs. [189–192], for solid many-particle theories to Ref. [193],

and for solid one-particle theories (photoelectron diffraction) to Refs. [194–197]. A

multiple-scattering approach to XMCD, a solid-state one-particle theory, has been

proposed by Ebert et al. [198–200] and Tamura et al. [201].

Within the one-particle approximation, the absorption coefficient 𝜇 for incident x-

ray of polarization 𝜆 and photon energy ℏ𝜔 can be determined as the probability of

electron transition from an initial core state (with wave function Ψ 𝑗 and energy 𝐸 𝑗 ) to

a final unoccupied state (with wave function Ψ𝑛k and energy 𝐸𝑛k)

𝜇𝜆 𝑗 (𝜔) =
∑︁
𝑛k

| ⟨Ψ𝑛k | J𝜆 | Ψ 𝑗⟩ |2 𝛿(𝐸𝑛k − 𝐸 𝑗 − ℏ𝜔)𝜃 (𝐸𝑛k − 𝐸F). (2.176)

The J𝜆 is the dipole electron-photon interaction operator J𝜆 = −𝑒αa𝜆, where a𝜆 is

the 𝜆 polarization unit vector of the photon potential vector [a± = 1/
√

2(1,±i, 0), a𝑧 =

(0, 0, 1)]. Here +/– denotes, respectively, left and right circular photon polarizations

with respect to the magnetization direction in the solid. The matrix elements of the

magnetic dipole and electric quadrupole contributions are presented in Ref. [202].

While XMCD is calculated using equation (2.176), the main features can be under-

stood already from a simplified expression for paramagnetic solids. With restriction to

electric dipole transitions, keeping the integration only inside the atomic spheres (due

to the highly localized core sates) and averaging with respect to polarization of the light

one obtains the following expression for the absorption coefficient of the core level with

(𝑙, 𝑗) quantum numbers [203]:
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𝜇0
𝑙 𝑗 (𝜔) =

∑︁
𝑙′ 𝑗 ′

2 𝑗 + 1
4

(𝛿𝑙′,𝑙+1𝛿 𝑗 ′, 𝑗+1

𝑗 + 1
+
𝛿𝑙′,𝑙−1𝛿 𝑗 ′, 𝑗−1

𝑗
+

𝛿𝑙′,𝑙+1𝛿 𝑗 ′, 𝑗

𝑗 ( 𝑗 + 1) (2 𝑗 + 1)

)
𝑁𝑙′ 𝑗 ′ (𝐸)𝐶 𝑙

′ 𝑗 ′

𝑙 𝑗
(𝐸), (2.177)

where 𝑁𝑙′ 𝑗 ′ (𝐸) is the partial density of empty states and the 𝐶 𝑙
′ 𝑗 ′

𝑙 𝑗
(𝐸) are the radial

matrix elements

𝐶
𝑙′ 𝑗 ′

𝑙 𝑗
(𝐸) = 𝜔𝑐2

���∫ 𝑆

0
𝑑𝑟 𝑟2[(𝜅′ − 𝜅 + 1)𝑔c𝜅 (𝑟) 𝑓𝜅′ (𝑟) + (𝜅′ − 𝜅 − 1) 𝑓c𝜅 (𝑟)𝑔𝜅′ (𝑟)]

���2, (2.178)

with 𝑔c𝜅 (𝑟) ( 𝑓c𝜅 (𝑟)) and 𝑔𝜅 (𝑟) ( 𝑓𝜅 (𝑟)) big (small) radial wave functions of the core and

valence states respectively.

It is well known that the dipole transition matrix element in (2.177) may be trans-

formed into equivalent forms, and corresponding expressions for the radial matrix

elements in the r- and ∇𝑉 (r)-forms can be found in Ref. [203]. Eq. (2.177) allows

only transitions with Δ𝑙 = ±1, Δ 𝑗 = 0,±1 (dipole selection rules) which means that the

absorption coefficient can be interpreted as a direct measure for the sum of (𝑙 𝑗)-resolved

DOS curves weighed by the square of the corresponding radial matrix element (which

usually is a smooth function of energy). This simple interpretation is valid for the

spin-polarized case [167].

Sum rules. Concurrent with the x-ray magnetic circular dichroism experimental

developments, some important magneto-optical sum rules have been derived in recent

years. Thole and van der Laan [204] developed a sum rule relating the integrated signals

over the spin-orbit split core edges of the unpolarized XAS to the expectation value of

the ground state spin-orbit operator. Later Thole et al. [205] and Carra et al. [206]

derived sum rules to relate the integrated signals over the spin-orbit split core edges of

the circular dichroism to ground state orbital and spin magnetic moments by using an

ion model for atoms. In the case of solids the corresponding XMCD sum rules were

proposed by Ankudinov and Rehr [207] and Guo [208]. Sum rules for x-ray magnetic
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scattering were derived by Luo et al. [209].

For the 𝐿2,3 edges the 𝑙𝑧 sum rule can be written as

⟨𝑙𝑧⟩ = −4
3
𝑛ℎ

∫
𝐿3+𝐿2

𝑑𝜔(𝜇+ − 𝜇−)∫
𝐿3+𝐿2

𝑑𝜔(𝜇+ + 𝜇−)
, (2.179)

where 𝑛ℎ is the number of holes in the 𝑑 band 𝑛ℎ = 10 − 𝑛3𝑑, ⟨𝑙𝑧⟩ is the average of the

magnetic quantum number of the orbital angular momentum. The integration is taken

over the whole 2𝑝 absorption region. The 𝑠𝑧 sum rule is written as

⟨𝑠𝑧⟩ +
7
2
⟨𝑡𝑧⟩ = −𝑛ℎ

6
∫
𝐿3
𝑑𝜔(𝜇+ − 𝜇−) − 4

∫
𝐿2
𝑑𝜔(𝜇+ − 𝜇−)∫

𝐿3+𝐿2
𝑑𝜔(𝜇+ + 𝜇−)

, (2.180)

where 𝑡𝑧 is the 𝑧 component of the magnetic dipole operator t = s − 3r(r · s)/|r|2

which accounts for the asphericity of the spin moment. It was shown that this term is

negligible for cubic systems [167, 200]. The integration
∫
𝐿3

(
∫
𝐿2

) is taken only over

the 2𝑝3/2 (2𝑝1/2) absorption region. In these equations, we have replaced the linear

polarized spectra 𝜇0 by [𝜇+(𝜔) + 𝜇−(𝜔)]/2.

Because of the significant implications of the sum rules, numerous experimental and

theoretical studies aimed at investigating their validity for itinerant magnetic systems

have been reported, but with widely different conclusions. The claimed adequacy of

the sum rules varies from very good (within 5% agreement) to very poor (up to 50%

discrepancy) [181, 205, 206, 210–212]. This lack of a consensus may have several

origins. For example, on the theoretical side, it has been demonstrated by circularly

polarized 2𝑝 resonant photoemission measurements of Ni that both the band structure

effects and electron-electron correlations are needed to satisfactorily account for the

observed MCD spectra [213]. However, it is extremely difficult to include both of them

in a single theoretical framework. Besides, the XA as well as XMCD spectra can be

strongly affected (especially for the early transition metals) by the interaction of the

excited electron with the created core hole [214].

On the experimental side, the indirect XA techniques, i.e., the total electron and
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fluorescence yield methods, are known to suffer from saturation and self-absorption

effects that are very difficult to correct for. The total electron yield method can be sen-

sitive to the varying applied magnetic field, changing the electron detecting efficiency,

or, equivalently, the sample photocurrent. The fluorescence yield method is insensitive

to the applied field, but the yield is intrinsically not proportional to the absorption

cross section, because the radiative to non-radiative relative core-hole decay probability

depends strongly on the symmetry and spin polarization of the final states [181].

To derive the sum rules a great number of assumptions had to be made [167]. For

𝐿2,3, they are: (1) ignore the exchange splitting for the core levels; (2) replace the

interaction operator 𝜶 · a𝜆 in Eq. (2.176) by ∇ · a𝜆; (3) ignore the asphericity of the core

states; (4) ignore 𝑝 → 𝑠 transitions; (5) ignore the difference of 𝑑3/2 and 𝑑5/2 radial

wave functions; (6) ignore of the inter-atomic hybridization, which is reflected on the

nontreatment of any energy dependence of the radial matrix elements. The three last

points are the most important. The problem of the ignoring of the 𝑝 → 𝑠 transitions was

considered by Wu and Freeman [212] in the case of pure Fe, Co, Ni and their surfaces.

They demonstrate that the application of the spin sum rule results in an error up to 52%

for the Ni(001) surface. On the other hand, the orbital sum rule is affected much less.

Background intensity. In order to simplify the comparison of the theoretical x-ray

isotropic absorption 𝐿2,3 spectra to the experimental ones the background intensity

which affects the high energy part of the spectra and is caused by different kind of

inelastic scattering of the electron promoted to the conduction band above Fermi level

due to XA (scattering on potentials of surrounding atoms, defects etc.) should be taken

into account. Such kind of scattering is very difficult to describe theoretically from first

principles, only few processes have adequate theoretical models. For the background

spectra calculations the model proposed by Richtmyer et al. [215] has been used. The

absorption coefficient for the background intensity is

𝜇(𝜔) = 𝐶Γc

2𝜋

∫ ∞

𝐸cf0

𝑑𝐸cf

(Γc/2)2 + (ℏ𝜔 − 𝐸cf)2 , (2.181)

where 𝐸cf = 𝐸c − 𝐸f, 𝐸c and Γc are the energy and the lifetimes broadening of the
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Table 2.2. The widths Γc of core levels, in eV, taken from [216].

O V Mn Fe Co Zn Ca

𝐾 0.18 0.96 1.11 1.19 1.28 1.62 0.77

𝐿2 – 0.78 0.97 1.14 1.13 1.06 0.21

𝐿3 – 0.28 0.36 0.41 0.47 0.68 0.21

core hole, 𝐸f is the energy of

empty continuum level, 𝐸f0 is

the energy of the lowest un-

occupied continuum level, and

𝐶 is a normalization constant

which has been used as an ad-

justable parameter. Γc values

used in calculations are summarized in Table 2.2. It should be mentioned that the

background intensity depends on type of the spectrum and atomic number, particularly

it is rather small for the 𝐿2,3 spectra of 3𝑑 metals.

Details of calculations. The calculations presented in this work were performed

using SPR LMTO discussed above for the experimentally observed lattice constants.

Results for DMSs (see Chapter 3) have been obtained using the Perdew-Wang [217,

218] and results for A-site ordered perovskites (see Chapter 4) – using GGA in the

version of Perdew, Burke and Ernzerhof (PBE) [219, 220] parameterizations of the

exchange-correlation potential. Brillouin zone (BZ) integrations were performed using

the improved tetrahedron method [221] and charge self-consistently was obtained on a

grid of k points in the irreducible part of the BZ. To improve the potential we included

additional interstitial “empty” spheres. The basis consisted of 𝑠, 𝑝, 𝑑, 𝑓 for TM, 𝑠, 𝑝,

𝑑 for O and Ca, and 𝑠, 𝑝 for empty spheres’ LMTOs.

XA and XMCD spectra have been calculated taking into account the exchange

splitting of core levels. The finite lifetime of a core hole is accounted for by folding the

spectra with a Lorentzian of width Γc (see Table 2.2). The finite apparative resolution

of the spectrometer was accounted for by a Gaussian of width 0.6 eV.

The LDA fails to describe correctly strongly localized 𝑑 state. To include the

electron-electron correlations into the consideration, the “relativistic” generalization of

the rotationally invariant version of the LSDA+𝑈 method [222] which takes into account

SO coupling so that the occupation matrix of localized electrons becomes non-diagonal

in spin indices is used.

The screened Coulomb𝑈 and exchange Hund coupling 𝐽 integrals enter the LSDA+𝑈
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energy functional as an external parameters and have to be determined independently.

These parameters can be determined from supercell LSDA calculations using Slater’s

transition state technique [148, 223], from constrained LSDA calculations (cLSDA)

[223–227] or from the constrained random-phase approximation (cRPA) scheme [228].

Subsequently, a combined cLSDA and cRPA method was also proposed [229]. It is

known, that the cRPA method underestimates values of 𝑈 in some cases [230]. On the

other hand, the cLSDA method produces too large values of 𝑈 [231]. Therefore, in

these calculations the Hubbard𝑈 is treated as an external parameter and varied it from

3.0 eV to 7.0 eV to achieve the best agreement with the experiment. The calculations

themselves can be considered as ab initio calculations with one additional parameter𝑈.

In the XA process, an electron is promoted from a core level to an unoccupied state,

leaving a hole at core level. As a result, the electronic structure at this site differs from

that of the ground state. In order to reproduce the experimental spectra, self-consistent

calculations should be carried out including a core hole. In this study the core-hole

effect is fully taken into account in the self-consistent iterations by removing an electron

at the core orbital using the supercell approximation. The core state of the target atom

in the ground state provides the initial state for the spectral calculations. The final states

are the conduction band states obtained separately by calculations in which one of the

core electrons of the target atom is placed at the lowest conduction band. The interaction

and the screening of the electron-hole pair are fully accounted for by the self-consistent

iterations of the final state Kohn-Sham equations. Such an approach simulates the

experimental situation and allows for the symmetry breaking of the system in a natural

way, and self-consistently describes the charge redistribution induced by the core hole.

A similar approximation has been used by several authors [232–237]. The size of the

supercell is important, and ultimately it should be large enough to inhibit interaction

between excited atoms in neighboring supercells.



CHAPTER 3

ELECTRONIC BAND STRUCTURE AND X-RAY SPECTRA

IN ZnO-BASED DILUTED MAGNETIC SEMICONDUCTORS

The original results discussed in this Chapter are published in [1–3].

3.1 Crystal structure and details of calculations

The elements in the (Zn,T)O compound have nominal atomic structures [Ar]3𝑑104𝑠2

for Zn, [Ar]3𝑑𝑛𝑠2 for T, where 𝑛 = 3, 5, 6, and 7 for T = V, Mn, Fe, and Co respectively,

and [He]2𝑠22𝑝4 for O. The most stable and therefore most common position of T in the

ZnO host lattice is on the Zn site where its two 4𝑠 electrons can participate in crystal

bonding in much the same way as the two Zn 4𝑠 electrons.

The calculations of the electronic structure of the (Zn1−𝑥T𝑥)O DMSs have been

performed for 3𝑎 × 3𝑎 × 1𝑐, 3𝑎 × 3𝑎 × 2𝑐, and 4𝑎 × 4𝑎 × 1𝑐 supercells of the wurtzite-

type ZnO unit cell with the experimentally observed lattice constants 𝑎 = 9.588 Å, 𝑐 =

5.16 Å [238]. The supercell is configured using the simple trigonal 𝑃3𝑚1 (No. 156)

x
y

z

T1
Zn
T2
O
vac

Figure 3.1. The representation of the 3𝑎×3𝑎×2𝑐 supercell of the ZnO unit cell with some of the Zn ions
replaced by T ones. The oxygen vacancy in close vicinity of the T2 atom is shown with the open circle.
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space group, with one or two of the Zn ions are replaced by T and give the supercell

compositions for 𝑥 = 1/18, 1/32, and 1/36. The substitutional positions are illustrated in

Fig. 3.1 for a 72-atom ZnO unit cell containing two substitutional T atoms for 𝑥 = 1/18.

The T atom has four O nearest neighbors: three O atoms at a distance of 1.956 Å and

one O atom at 1.962 Å. These O atoms form the tetrahedra. The second-neighbor shell

consists of 12 Zn atoms: six at 3.183 Å and six at 3.209 Å. They form the polyhedrons.

As stated in section 1.1 a ZnO crystal always accommodates a lot of different native

defects, with experiments have been inconclusive as to which of these is the predominant

defect. That’s why the atomic positions of Zn and O atoms as well as dopants T have been

optimized using the Vienna ab initio simulation package (VASP) [219, 220, 239, 240].

In these calculations either lattice parameters or atomic positions have been relaxed.

Results show that the electronic band structure and x-ray spectra depend mostly on

atomic position of dopants T and its neighbors as shown in the Fig. 3.1. Additional

calculations are required if one takes possible vacancies into account.

The LDA fails to describe correctly localized 𝑑 states in ZnO, LDA+𝑈 approach is

required to treat the strong 𝑑-𝑑 correlations. For the exchange integral 𝐽 the value of

0.92 eV estimated from constrained LSDA calculations is used. The application of the

LSDA+𝑈 method leads to a shift of the Zn 𝑑 states downward in energy and makes the

band gap larger. Band gap equals 𝐸g = 2.12 eV within the LSDA+𝑈 for the𝑈 = 6 eV vs.

0.8 eV within the LSDA in pure ZnO. The same effect can be achieved treating the Zn

𝑑 states as core states. In LMTO calculations both approaches have been used and no

significant difference in the XA and XMCD spectra has been found. The T 𝑑 states were

treated within the LSDA as well as the LSDA+𝑈 approach. Usually the failure of the

LSDA method generally occurs toward the right end of the 3𝑑 transition-metal series

while for T = V, Mn, and Fe which are in the middle of 3𝑑 series, no strong correlation

interaction would be expected [241]. That’s why the application of various 𝑈 values

within the LSDA+𝑈 approach for the description of the XA and XMCD spectra shows

that the agreement between the theoretically calculated and experimental spectra does

not significantly change in comparison with the LSDA method. It is worth to keep the

LSDA approach in the calculations since in this case the first principle calculations are
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performed without any adjustable parameter like the Hubbard 𝑈 and the T 𝑑 states are

treated within the LSDA.

3.2 (Zn,V)O

Energy band structure. Figure 3.2 presents total and partial DOS for a 36-atom ZnO

wurtzite unit cell containing one V substitution (𝑥 = 1/18) in the LSDA. The O 𝑠 states

are located mostly between −21.0 eV to −19.7 eV below the 𝐸F and the 𝑝 states of the O

are found between −9.6 eV to −3.0 eV. The spin splitting of the O 𝑝 states is quite small.
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Zn 𝑑 states occupy the energy interval

between −9.6 eV and −3.0 eV and hy-

bridize strongly with the O 𝑝 states.

The majority-spin V 𝑑3𝑧2−1 structure

is found in close vicinity to the 𝐸F be-

tween −0.2 eV and 0.7 eV (see the insert

in the bottom panel of Fig. 3.2). Very

strong and narrow peaks of the majority-

spin V bonding 𝑑𝑥𝑦, and 𝑑𝑦𝑧 states are lo-

cated between −0.4 eV and −0.8 eV be-

low the 𝐸F. The corresponding anti-

bonding states are at 0.2 eV to 0.6 eV.

Narrow peaks of the 𝑑𝑥𝑦, and 𝑑𝑦𝑧 sym-

metry occur in the minority-spin channel

at around 1 eV above the 𝐸F. The energy

interval of 1.4 eV to 2.2 eV above the 𝐸F

is occupied by the 𝑑𝑥𝑧, 𝑑𝑥2−𝑦2, and 𝑑3𝑧2−1

states with minority-spin.

The electronic and magnetic struc-

tures of the (Zn1−𝑥V𝑥)O DMSs with two

of the Zn ions replaced by V have been

investigated. The supercell calculations
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have been performed for the compositions 𝑥 = 2/18, 2/32, and 2/36. As a result, the

V atoms substituted at different Zn sites show very little selectivity of site occupancy.

Different geometries with FM and AFM configurations are found to be energetically

nearly degenerate, the difference in the total energies between FM and AFM solutions

is found to be less than 3 meV/f.u. Still in most cases the FM solutions are lower in total

energy in comparison with the AFM ones. However, for fully relaxed lattice it is found

that the AFM ordering has lower total energy in comparison with the FM one.

The XA and XMCD spectra at the V 𝐿2,3 edges. The XA and XMCD spectra of

the dilute magnetic semiconductor (Zn,V)O at the V 𝐿2,3 edges have been investigated

by Ishida et al. [68]. They found that ∼90% of the V ions were presumably strongly
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Figure 3.3. Top panel: theoretically calculated (thick
full line) [3] and experimentally measured [68] (cir-
cles) XA spectra of (Zn,V)O at the V 𝐿2,3 edges.
Full line presents the XA spectrum without any ad-
ditional defects. Dashed and dotted lines present
the XA spectra with the oxygen vacancy (the con-
tribution of the V2 sublattice as in Fig. 3.1) and Zn
excess atom, respectively. Bottom panel: theoreti-
cally calculated (thick full line) and experimentally
measured [68] (circles) XMCD spectra at the V 𝐿2,3
edges. Dashed and dotted lines present the XMCD
spectra with the oxygen vacancy and Zn excess atom,
respectively.

AFM coupled, and the FM component

was below the detection limit of XMCD.

Since the real structure and chemical

composition of (Zn,V)O is not known,

the numerous calculations fitting XA

and XMCD spectra to the experimental

results have been performed. The fitting

parameters were positions of V atoms,

Zn excess atoms, various oxygen vacan-

cies and the magnetic order of V atoms.

The best fit is shown in Fig. 3.3, which

presents the calculated XA as well as

XMCD spectra of the (Zn,V)O DMS at

the V 𝐿2,3 edges compared with the ex-

perimental data [68]. In this model, V

atoms substitute cations and are AFM-

ordered. Thereby, they are positioned at

the largest possible V1–V2 distance of

5.53 Å. Relevant XMCD signal occurs

only in the presence of an oxygen va-
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cancy located in the first neighborhood of the second V2 atom along 𝑧 direction. Adding

Zn excess atoms also improves the agreement between the theory and the experiment.

The XA spectrum at the V 𝐿3 edge is rather complicated and consists of two major

peaks 𝑐 and 𝑑 at 515.6 eV and 517 eV, respectively, with two additional low energy

shoulders 𝑎 and 𝑏 at 513.8 eV and 514.6 eV and a high energy shoulder at 518 eV. As

can be seen from the top panel of Fig. 3.3 the calculations for the ideal crystal structure

with two substituted AFM ordered V1 atoms (full curve) provide the XA intensity only

at peak 𝑐 and shoulder 𝑏. The full explanation of the spectra is only possible by taking

crystal imperfections into account.

The influence of two types of crystal defects on the XA and XMCD spectra, namely,

oxygen deficiency and Zn excess is investigated. The oxygen vacancy strongly affects

the shape of the XA spectra. As can be seen from Fig. 3.3 (top panel) the XA from

the V2 atoms with the oxygen vacancy (dashed line) contributes to the major peak 𝑐

and significantly determines the intensity of the peak 𝑑 and the high energy shoulder 𝑒.

To investigate the Zn excess on the XMCD spectra an extra Zn atom is placed into the

tetrahedral interstitial position T 2.1916 Å apart from the V2 site. The XA from the

VZn exc atoms with the Zn excess atom (dotted line) contributes to the major peaks 𝑐 and 𝑑

as well as to both the low energy shoulders 𝑎 and 𝑏. Therefore, the simulation including

oxygen deficiency and Zn excess reproduces the shape of the V 𝐿3 XA spectrum quite

well (see thick curve in top panel of Fig. 3.3). The lattice relaxation is found to be very

important in the presence of the oxygen vacancy as well as the Zn excess.

The XMCD spectrum at the V 𝐿3 edge is also rather complicated and consists of a

small positive peak at 513.8 eV, a negative fine structure at 514.6 eV, a negative major

peak at 515.6 eV, a positive major peak at 517.7 eV with a shoulder at 516.4 eV. The V

𝐿2 XMCD spectrum consists of two major fine structures, a negative peak at 521.8 eV

and a positive one at 523.3 eV. The theory is not able to reproduce the shape and relative

intensity of the V 𝐿2,3 XMCD spectra for the FM ordered V atoms, with one and two V

substitutions per unit cell. The theory strongly overestimates (from one to two orders of

magnitude) the dichroism signal and produces non-adequate shape of the spectra. On

the other hand, the theory produces an almost vanishing XMCD signal for the AFM
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ordering of vanadium substitutional V ions for the ideal crystal structure without any

kind of defects due to cancellation of the XMCD spectra with opposite spin directions.

One has to mention that any shift from the AFM to the FM order will increase the

intensity of the final XMCD spectra due to the reduction of the compensation of the

XMCD spectra from V ions with opposite spin directions. Such a shift may be caused by

an applied external magnetic field or different kinds of defects and imperfections in the

lattice. The experimental measurements have been performed in an external magnetic

field of 7 T [68]. The calculations with an external magnetic field applied along the

𝑧 direction, indeed, show an increase in spectra intensity but only by approximately

10% to 20%. It has been found that only the defects cause a significant difference.

As can be seen from the lower panel of Fig. 3.3 the theoretically calculated XMCD

spectra with an oxygen vacancy (dashed line) resemble the experimental spectra quite

well. An additional consideration of the Zn excess atoms (dotted curve) leads to further

improvement between the theory and the experiment.

One should mention that we obtain better agreement between the theory and the

experiment in the XA rather than in the XMCD spectra. The energy split between

the two major peaks of the V 𝐿3 XMCD spectrum was found to be smaller than the

experimentally measured one. The reproduction of the shape of the V 𝐿2,3 XMCD

spectra is a quite difficult task because the rather weak final XMCD signal is derived

from two large signals occurring from the V atoms with opposite spin directions. In this

case, one has to take into account different crystal defects in a particular sample with

quite precise relative concentration. However, the type and concentration of possible

defects in the sample is not always well known. On the other hand, the extreme

sensitivity of the XMCD signal may be considered as a useful tool to reveal the details

of the composition, by modeling numerically different types of defects and comparing

the theoretically calculated XMCD spectra with the experimentally measured ones.

3.3 (Zn,Mn)O

Energy band structure. Figure 3.4 presents the total and the partial DOSs for a 72-atom

ZnO unit cell containing one Mn substitution (𝑥 = 0.03) in the LSDA. The O 𝑠 states
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(not shown) are located mostly between

−19.7 eV to −18.7 eV below the 𝐸F, and

the 𝑝 states of the O are found between

−8.0 eV to −1.7 eV. The spin splitting

of the O 𝑝 states is quite small. Zn

𝑑 states occupy the energy interval be-

tween −8.0 eV and −1.8 eV and hybridize

strongly with the O 𝑝 states.

The Mn 3𝑑 shell is approximately half

filled, and the exchange splitting between

the centers of gravity of the occupied

majority and unoccupied minority sub-

bands is about 3.5 eV. The Mn 3𝑑 impu-

rity states are mainly located in the upper

part of the ZnO gap and well hybridize

with the O 2𝑝 conduction band, which

gives the solution a metallic character.

The structure of the impurity bands is

similar to that of GaN-based DMSs [242]

because of their having the same symme-

try at the substitutional tetrahedral site:

there are bonding states in the energy

range of the valence bands and antibonding states above the valence bands. The

crystal field at the Mn site (𝐶3v point symmetry) causes the splitting of Mn 𝑑 states into

a singlet 𝑎1 (𝑑3𝑧2−1) and two doublets 𝑒 (𝑑𝑦𝑧 and 𝑑𝑥𝑧) and 𝑒1 (𝑑𝑥𝑦 and 𝑑𝑥2−𝑦2). A very

strong and narrow peak associated with the majority-spin Mn 𝑑3𝑧2−1 structure is found in

close vicinity to the 𝐸F around −0.08 eV between the two peaks of the 𝑑𝑥𝑧 and the 𝑑𝑥2−𝑦2

states (see the insert in the bottom panel of Fig. 3.4). Another narrow peak associated

with the majority-spin Mn bonding 𝑑𝑥𝑧 and 𝑑𝑥2−𝑦2 states is located between −0.90 eV

and −0.96 eV below the 𝐸F. Peaks of 𝑑𝑥𝑧 and 𝑑𝑥2−𝑦2 states in the minority-spin channel
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lie at 2.3 eV to 2.6 eV and at 2.85 eV to 3.0 eV above the 𝐸F respectively. The energy

range from 2.9 eV to 2.95 eV above the 𝐸F is occupied by the 𝑑3𝑧2−1 minority-spin states.

The magnetic moment in the (Zn0.97Mn0.03)O unit cell is 4.800 𝜇B. The band

structure calculations yield a spin magnetic moment of 4.180 𝜇B for the Mn atoms.

The induced spin magnetic moments at the O first neighbor sites are of 0.060 𝜇B and

−0.057 𝜇B, for longer and shorter distant O atoms, respectively. Twelve Zn ions in

the second neighbor shell couple ferromagnetically to the substituted Mn ion with spin

magnetic moments from 0.005 𝜇B to 0.007 𝜇B. The orbital moments at the Zn and the

O sites are small, with the largest one being at the O first neighbor sites (0.005 𝜇B). The

orbital magnetic moment at the Mn site is −0.084 𝜇B and is antiparallel to the spin one.

XMCD spectra at the Mn 𝐿2,3 edges. The XA and the XMCD spectra at the Mn

𝐾 and 𝐿2,3 edges in Mn-doped ZnO have been measured by several groups [69–77].
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Figure 3.5. Top panel: Experimental [74] (circles)
and theoretically calculated XA spectrum (thick full
blue line) in (Zn0.97Mn0.03)O at the Mn 𝐿2,3 edges.
The full red line presents the XA spectrum without
any additional defects. Dashed red line present the
XA spectra with the oxygen vacancy (the contribu-
tion of the Mn2 sublattice as in Fig. 3.1). Bottom
panel: theoretically calculated (thick full blue line)
and experimentally measured [74] (circles) XMCD
spectra at the Mn 𝐿2,3 edges. The full red line
presents the XMCD spectrum without any additional
defects. The dashed red lines present the XMCD
spectrum with the oxygen vacancy.

Figure 3.5 presents experimental XA

and XMCD spectra [74] for (Zn,Mn)O

at the Mn 𝐿2,3 edges, together with the

spectra calculated in the LSDA. The XA

spectrum at the Mn 𝐿3 edge is rather

complicated and consists of two major

peaks 𝑏 and 𝑐 at 640 eV and 641.5 eV,

respectively, with two additional fine

structures: a low-energy small peak 𝑎

at around 637.5 eV and a high energy

shoulder at 643 eV. We found that the

small low-energy peak 𝑎 of the Mn 𝐿3

XA spectrum could be attributed to tran-

sitions from the 2𝑝 core level to the

empty majority-spin 𝑑 states of 𝑑𝑥𝑧 and

𝑑𝑥2−𝑦2 symmetry (see the insert in the

lower panel of Fig. 3.4).

As the valence changes from Mn2+
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to Mn3+ or Mn4+, the XA spectrum at 𝐿3-edge is well known to show a shift toward

higher energy, and the spectral shape changes with the number of 3𝑑 electrons [149].

The first major peak 𝑏 at 640 eV is attributed to the Mn2+ states and the second higher

energy major feature 𝑐 – to the mixed valence states of Mn2+ with Mn3+/Mn4+ [74].

The theoretical calculations support such a suggestion.

As can be seen from the top panel of Fig. 3.5, the calculations for the ideal crystal

structure with one substituted MnZn atoms (full red curve) reproduce the XA intensity

only at peaks 𝑎 and 𝑏. The full explanation of the spectra is only possible by taking

crystal imperfections into account. The influence of two types of crystal defects on the

XA and the XMCD spectra, namely oxygen deficiencies and Zn excess, is investigated

by creation an oxygen vacancy in the first neighborhood of the second Mn2 atom along

the 𝑧 direction (see Fig. 3.1). The oxygen vacancy has four nearest neighbor atoms:

three Zn atoms at the distance of 1.956 Å and one Mn at 1.962 Å. The lattice relaxation

is found to be very important in the presence of the oxygen vacancy as well as the Zn

excess. The relaxation causes a shift of the Mn2 atom and the three Zn atoms toward

the vacant site by 0.18 Å and 0.22 Å, respectively. The oxygen vacancy with lattice

relaxation taken into account strongly affects the shape of the XA spectra. As can be

seen from Fig. 3.5 (top panel), the XA from the Mn2 atoms with the oxygen vacancy (red

dashed line) contributes to the major peak 𝑐 and the high energy shoulder 𝑑. Therefore,

the calculations including the oxygen deficiency reproduce the shape of the Mn 𝐿3 XA

spectrum quite well (see the thick blue curve in the top panel of Fig. 3.5). The valence in

the Mn2 site, with the oxygen deficiency taking into account, is not 3+ as was suggested

in [74], but a non-integral one, approximately 2.6+ according to current estimates.

To investigate the Zn excess on the XMCD spectra, an extra Zn atom is placed into

the tetrahedral interstitial position T, 1.694 Å away from the Mn2 site. After lattice

relaxation, the distance is increased by 0.38 Å. The Zn excess is found to have less

influence upon the DOSs than the oxygen deficiency due to the smaller Mn 𝑑 – Zn 𝑑

hybridization in comparison with the corresponding O 2𝑝 – Mn 𝑑 hybridization. The

Zn excess only slightly increases the intensity of the high energy shoulder 𝑑 of the 𝐿3

XA spectrum (not shown). However, the theoretical calculations still underestimates
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the intensity of the high-energy fine structure 𝑑. This might indicate that an additional

satellite structure may appear due to many-body effects and might affect the high energy

tail of the Co 𝐿3 XA spectrum. This question needs an additional investigation.

The theoretically calculated Mn 𝐿2,3 XMCD spectra are in good agreement with

the experiment (Fig. 3.5), although the calculated magnetic dichroism is somewhat too

high at the 𝐿2 edge. The main reason for this discrepancy is the core-hole effect. This

effect is not taken into account by the present electronic structure calculations, and it

is likely to lead to the observed discrepancy [243]. The theory also overestimates the

intensity of the fine structure near the high energy major peak 𝑐 at around 641.5 eV.
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Figure 3.6. Experimental [69] (circles) and theo-
retically calculated spectra without any additional
defects (dashed red line) and with the oxygen
vacancy taking into account (full blue line) in
(Zn0.97Mn0.03)O at the Mn 𝐾 edge.

XMCD spectra at the Mn 𝐾 edges.

Figure 3.6 presents the experimental

[69] and calculated in the LSDA XA

spectra of (Zn,Mn)O at the Mn 𝐾 edge.

The theory is in reasonable agreement

with the experiment. The width of Mn

2𝑝 energy bands in the (Zn,Mn)O DMS

is much larger than the widths of the cor-

responding Mn 3𝑑 bands. Besides, the

width of the 1𝑠 core level is almost three

times larger than the width of the 2𝑝3/2

core level [216]. Therefore, 𝐾 XA spectrum occupies a larger energy interval and has

less pronounced fine structures in comparison with the Mn 𝐿3 spectrum. As a result, the

influence of lattice imperfections such as oxygen deficiencies or Zn excess is smaller in

the Mn 𝐾 XA spectrum. Although, taking the oxygen deficiencies into account slightly

improves the agreement between the theory and the experiment (see Fig. 3.6).

XA spectra at the Zn and O 𝐾 edges. Figure 3.7 shows their measurements in

comparison with calculational results for two different Mn concentrations. The spectra

for Mn-doped ZnO possess several fine structures, such as major peak 𝑏 at 538 eV

with a low-energy shoulder, double peak 𝑐 in the 539–545 eV energy range, a wide

high energy structure 𝑑, and a small near-edge peak 𝑎 at about 529 eV. The theoretical
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Figure 3.8. Experimentally measured [80] (circles)
XA spectrum of (Zn,Mn)O at the Zn 𝐾 edge and
the theoretically calculated one (full line).

calculations reveal that the major peak 𝑏

is due to transitions to non-dispersive O

2𝑝 states located at 7–7.5 eV above the

𝐸F (see Fig. 3.4). The spectral feature 𝑐

can be attributed to the hybridization be-

tween O 2𝑝 and Zn/Mn 4𝑝 states. The

structure 𝑑 above 550 eV can be assigned

to the hybridization between O 2𝑝 and Zn

and Mn 4𝑝/4 𝑓 states. The spectral fea-

tures above 550 eV are quite similar and

are nearly independent of the Mn con-

centration [74]. The small peak at about

529 eV evolves with Mn doping in ZnO,

and its intensity increases with increas-

ing Mn concentrations [74] (see Fig. 3.7),

suggesting a strong hybridization of O

2𝑝 orbitals with Mn 3𝑑 states. This fea-

ture originates from Mn doping and is

ascribed to dipole transitions from O 1𝑠

to O 2𝑝 states that are hybridized with the

unoccupied states of Mn 3𝑑 (see Fig. 3.4).

The increase of continuous this peak with

increasing Mn doping indicates more un-

occupied states at the Mn 3𝑑 levels.

The oxygen vacancy has a minor influence on the shape of the O 𝐾 XA spectrum.

This is probably because of the relatively small number of oxygen ions that are influenced

by the vacancy in comparison with the total number of oxygen ions in the unit cell.

The low energy peak 𝑎 originates from the Mn 3𝑑 – O 2𝑝 hybridization and becomes

slightly broader when the oxygen vacancy is taking into account.

The theoretically calculated XA spectrum at the Zn 𝐾 edge in (Zn,Mn)O in compar-
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ison with the experimentally measured one [80] is shown in Fig. 3.8. Theory quite well

reproduces the main peculiarities of the experimental spectrum, although the theory

underestimates the intensity of the low energy shoulder at around 3 eV.

3.4 (Zn,Fe)O

Energy band structure. Figure 3.9 presents total and partial DOS for a 36-atom ZnO

wurtzite unit cell containing one Fe substitution (𝑥 = 1/18) in the LSDA. The O 𝑠 states

are located mostly between −21.0 eV to −20.0 eV below the 𝐸F (not shown) and the 𝑝
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Figure 3.9. The LSDA total [in states/(cell eV)] and
partial [in states/(atom eV)] DOS, calculated by the
LMTO method, for the O, Zn and substituted Fe ions
in Zn0.94Fe0.06O [3]. The insert is a blowup of the
Fe 𝑑 partial DOS close to the 𝐸F. The 𝐸F is at zero.

states of the O are found between

−8.5 eV to −2.5 eV. The spin splitting

of the O 𝑝 states is quite small. Zn

𝑑 states occupy the energy interval be-

tween −8.5 eV and −2.5 eV and hy-

bridize strongly with the O 𝑝 states.

The majority-spin Fe 𝑑𝑦𝑧 + 𝑑𝑥𝑧 struc-

ture is found at the 𝐸F between −0.05 eV

and 0.05 eV (see the insert in the bot-

tom panel of Fig. 3.9). Very strong

and narrow peak of the minority-spin

Fe bonding 𝑑𝑥2−𝑦2 states are located be-

tween −1.8 eV and −1.6 eV below the

𝐸F. Narrow peak of the 𝑑𝑥𝑦 symmetry

occurs in the majority-spin channel at

around 0.8 eV above the 𝐸F. DOS al-

most vanishes at 1.0 eV above 𝐸F.

The Fe in LSDA stays in 2+ state.

Often Fe ions exhibit charge order with

alternating 2+–3+ valence. To calcu-

late different Fe occupation number one

has to use LSDA+𝑈 approach. The
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LSDA+𝑈 calculations with 𝑈 = 4.0 eV and 𝐽 = 0.8 eV self-consistently converge to

Fe 𝑑5 configuration (3+) so in order to get Fe 𝑑6 (2+ valence) configuration one has to

perform constrained LSDA+𝑈 calculations. It turns out Fe 𝑑5 state is lower in energy.

XA and XMCD spectra at the Fe 𝐿2,3 edges. Fig. 3.10 presents experimental [82]

and calculated XA and XMCD spectra of (Zn,Fe)O at the Fe 𝐿2,3 edges. The line shape

of the XA spectrum at the Fe 𝐿3 edge in the (Zn,Fe)O DMS has a two-peak structure

with major peak at 710 eV and smaller one at 708.5 eV. The major peak possesses
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Figure 3.10. XA (top panel) and XMCD
(lower panel) experimental spectra [82] (circles) of
(Zn,Fe)O at the Fe 𝐿2,3 edges and theoretically cal-
culated spectra for the Fe3+

1 without any additional
defects (full lines) and Fe2+

2 with the oxygen vacan-
cies (dashed lines).

an additional high energy shoulder.

As may be seen from the top panel

of Fig. 3.10 the calculations for the ideal

crystal structure with one substituted

Fe3+
1 atoms (full curve) reproduce the

XA intensity only at the major peaks

only. The oxygen vacancy strongly af-

fects the shape of the XA spectra. As

may be seen from Fig. 3.10 (top panel)

the XA from the Fe2+
2 atoms with the

oxygen vacancy (dashed line) mostly de-

termined the shape of the low energy

peak at 708.5 eV. Therefore, the calcu-

lations taking into account oxygen de-

ficiency reproduce the shape of the Fe

𝐿3 XA spectrum quite well except for high energy structure at 711–714 eV which is

not reproduced by the theoretical calculations. It might be that the additional satellite

structure at the high energy tail of the Fe 𝐿3 XA spectrum appear due to many-body

effects. The theoretically calculated Fe 𝐿2,3 XMCD spectra are in good agreement with

the experiment (see lower panel in Fig. 3.10). The low energy minimum at around

708.5 eV is found to be due to oxygen vacancy in the (Zn,Fe)O DMS. The theory does

not produce the fine structure corresponding to the high energy satellite structure at

around 711–714 eV.
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and partial [in states/(atom eV)] DOSs for the O,
Zn and substituted Co ions in (Zn0.03Co0.03)O.
The insert is a blowup of the Co 𝑑 partial DOS
close to the 𝐸F. The 𝐸F is at zero.
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eV)] for the O, Zn and substituted Co1 and Co2
ions in the (Zn0.94Co0.06)O as shown in Fig. 3.1
calculated in LSDA. The insert is a blowup of the
Co1 and Co2 𝑑 partial DOS close to the 𝐸F.

3.5 (Zn,Co)O

Energy band structure. Figure 3.11 presents total and partial DOS for a 72-atom ZnO

wurtzite unit cell containing one Co substitution (𝑥 = 0.03) in the LSDA and a FM

arrangement of the Co moments. The O 2𝑠 states are located mostly between −19.7 eV

to −18.7 eV below the 𝐸F (not shown) and the 𝑝 states of the O are found between

−8.7 eV to −1.8 eV. The spin splitting of the O 𝑝 states is quite small. Zn 𝑑 states

occupy the energy interval between −8.8 eV and −1.8 eV and hybridize strongly with

the O 𝑝 states.
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The Co 3𝑑 impurity states well hybridize with the O 2𝑝 conduction band, which

gives the solution a metallic character. The crystal field at the Co substitutional site

(𝐶3v point symmetry) causes the splitting of Co 𝑑 orbitals into a singlet 𝑎1 (𝑑3𝑧2−1) and

two doublets 𝑒 (𝑑𝑦𝑧 and 𝑑𝑥𝑧) and 𝑒1 (𝑑𝑥𝑦 and 𝑑𝑥2−𝑦2). Very strong and narrow two-peak

structure of the minority-spin Co 𝑑𝑥𝑧 and 𝑑𝑥2−𝑦2 symmetry is found in close vicinity

to the 𝐸F (see the insert in the bottom panel of Fig. 3.11). The energy split between

the two peaks are around 14 meV. The 𝐸F is situated at the shoulder of the second high

energy peak. Peaks of the 𝑑𝑥𝑧 and 𝑑𝑥2−𝑦2 symmetry occur in the minority-spin channel

at the 0.45 eV to 0.67 eV above the 𝐸F. The energy interval of 0.6 eV to 0.7 eV above

the 𝐸F is occupied by the 𝑑3𝑧2−1 states with minority-spin.

The magnetic moment in the (Zn0.97Co0.03)O unit cell is 3.947 𝜇B. The band

structure calculations yield the spin magnetic moment of 3.412 𝜇B for the Co atoms.

The induced spin magnetic moments at the O first neighbor sites are of 0.048 𝜇B, and

0.173 𝜇B, for longer and shorter distant O atoms, respectively. Twelve Zn ions in the

second neighbor shell couple ferromagnetically to the substituted Co ion with spin

magnetic moments from 0.014 𝜇B to 0.043 𝜇B. The orbital moments at the Zn and O
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Figure 3.13. XA (top panel) and XMCD
(lower panel) experimental spectra (circles) [99] of
(Zn0.93Co0.07)O at the Co 𝐿2,3 edges and theoreti-
cally calculated spectra for the Co1 without any ad-
ditional defects (full blue lines) and Co2 with the
oxygen vacancy (see Fig. 3.1) (dashed red lines) ions.

sites are small with the largest one at the

O first neighbor sites (−0.011 𝜇B). The

orbital magnetic moment at the Co site is

0.353 𝜇B and is parallel to the spin one.

To investigate the influence of possi-

ble oxygen vacancies on the electronic

structure of the (Zn,Co)O DMSs the

LMTO band structure calculations with

two of the Zn ions replaced by Co with

different environments for the compo-

sition 𝑥 = 2/36 have been performed.

An oxygen vacancy in the first neigh-

borhood of the Co2 along the 𝑧 direction

(see Fig. 3.1) has been created. Fig-
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ure 3.12 presents the LSDA partial DOSs for the O, Zn and substituted Co1 and Co2

ions in the (Zn,Co)O. The oxygen vacancy has four nearest neighbors atoms: three

Zn atoms at the distance of 1.9496 Å and one Co atom at the 1.9505 Å. The lattice

relaxation is found to be very important in the presence of the oxygen vacancy. The

lattice relaxation causes the shift of the Co2 atom and the three Zn atoms toward the

X
-r

a
y

a
b

s
o

rp
ti
o

n
s
p

e
c
tr

a
(a

rb
.

u
n

it
s
)

X
L

D
(a

rb
.

u
n

it
s
)

X
M

C
D

(a
rb

.
u

n
it
s
)

Co K E || z

(a)

0.0

0.5

1.0

1.5

E ⊥ z

(b)

0.5

1.0

1.5

(c)-0.2

0.0

0.2

0.4

(d)

7710 7720 7730 7740 7750

Energy (eV)

-0.2

0.0

0.2

Figure 3.14. The experimentally measured [87] (cir-
cles) XA spectra of (Zn0.9Co0.1)O at the Co 𝐾 edge
with the electric field vector of the x-rays parallel
(a) and perpendicular (b) to the 𝑧-axis in compari-
son with the theoretically calculated spectra without
(red dashed line) and with (full blue line) oxygen va-
cancy; (c) theoretically calculated and experimental
[87] XLD spectra at the Co 𝐾 edge; (d) the theoret-
ically calculated and the experimental [87] XMCD
spectra at the Co 𝐾 edge.

vacancy by 0.13 Å and 0.24 Å, respec-

tively. The oxygen vacancy strongly af-

fects the energy distribution of the par-

tial DOSs in close vicinity to the 𝐸F for

the relaxed lattice.

XA and XMCD spectra at the Co

𝐾 and 𝐿2,3 edges. Fig. 3.13 presents ex-

perimental XA and XMCD spectra [99]

at the Co 𝐿2,3 edges and the spectra cal-

culated in the LSDA. The XA spectrum

at the Co 𝐿3 edge is rather complicated

and consists of two major structures:

peak 𝑏 at around 780.9 eV with a low

energy shoulders 𝑎 at 780 eV and dou-

ble peak 𝑐 at 781.6–782.4 eV with high

energy fine structure 𝑑 at 784 eV.

As may be seen from the top panel

of Fig. 3.13 the calculations for the ideal

crystal structure with one substituted

Co1 atoms (full blue curve) reproduce

the XA intensity only at the peaks 𝑎 and

𝑏. The full explanation of the spectra

is only possible by taking crystal imper-

fections such as oxygen deficiency into

account. The oxygen vacancy (with lat-
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tice relaxation taken into account) strongly affects the shape of the XA spectra. As may

be seen from Fig. 3.13 (top panel) the XA from the Co2 atoms with the oxygen vacancy

(red dashed line) mostly determined the shape of the major double peak 𝑐. Therefore,

our calculations including oxygen deficiency reproduces the shape of the Co 𝐿3 XA

spectrum quite well except for high energy structure 𝑑 which is not reproduced by the

theoretical calculations. It might be that the additional satellite structure at the high

energy tail of the Co 𝐿3 XA spectrum appear due to many-body effects. This question

needs an additional theoretical investigation using an appropriate many-body treatment.

The theoretically calculated Co 𝐿2,3 XMCD spectra are in good agreement with the

experiment (lower panel in Fig. 3.13). The high energy minimum at around 782 eV is

found to be due to oxygen vacancy in the (Zn,Co)O DMS. The theory does not produce

the fine structure corresponding to the high energy satellite structure 𝑑 at around 784 eV.

Fig. 3.14 shows the experimental XA spectra at the Co 𝐾 edge in (Zn0.9Co0.1)O

[87]. The associated XLD signal, obtained by taking the difference of the XA spectra for

the two polarizations, is given in the panel (c) of Fig. 3.14. Two theoretical results are

presented: without any additional defects (red dashed lines) and with the oxygen vacancy

(full blue lines). Clearly latter results are in better agreement with the experimental

measurements of the XA spectra for both polarizations. The agreement between the

theory and the experiment for the XLD spectrum at the Co𝐾 edge is also quite good (Fig.

3.14 (c)). Although, there are the systematical energy shifts of the major peaks in the
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Figure 3.15. The experimentally measured [86] (cir-
cles) XA spectra of (Zn,Co)O at the Zn 𝐿2,3 edges
and the theoretically calculated ones (full line).

calculated spectra above 735 eV toward

higher energy for both the calculations

in comparison with the experiment.

The experimentally measured Co 𝐾

XMCD spectrum (Fig. 3.14 (d)) has

a very intense signal in close vicinity to

the edge [87]. The theory reproduces the

major negative and positive peaks near

the edge well but shows an additional

negative peak at around 7724 eV which
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is absent in the experiment. The oscillatory behavior of the high energy part of the

theoretical XLD and XMCD spectra at the Co 𝐾 edge could possibly be damped by

quasiparticle life-time effects not taken into account in calculations.

XA and XLD spectra at the Zn 𝐿2,3 edges. Figure 3.15 shows the theoretically

calculated XA spectra at the Zn 𝐿2,3 edges in (Zn,Co)O DMS in comparison with the

experimentally measured ones [86]. Theory reproduces reasonably well the main pecu-

liarities of the experimental spectrum, although the theory underestimate the intensity

of high energy peaks above 20 eV relative to 𝐸F.
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Figure 3.16. Theoretically calculated (full line) and
experimentally measured [87] (circles) XA spectra
of (Zn,Co)O at the Zn 𝐾 edge with the electric field
vector of the x-rays parallel (a) and perpendicular (b)
to the 𝑐-axis; (c) theoretically calculated (full line)
and experimental [87] (circles) XLD spectra at the
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XA and XLD spectra at the Zn

𝐾 edges. Figure 3.16 shows the ex-

perimental XA spectra recorded at the

Zn 𝐾 edge at room temperature in a

(Zn0.9Co0.1)O epitaxial film with the

electric field vector of the x-rays parallel

(upper panel) and perpendicular (middle

panel) to the 𝑐 axis [87]. The associated

XLD spectra, obtained by taking the dif-

ference of the XA spectra for the two po-

larizations, is given in the lower panel of

Fig. 3.16. Because of the uniaxial crys-

tal symmetry of the wurtzite lattice, the

final states are split by the crystal field.

Hence, the XLD is purely a result of the

structure. The LSDA theory reproduces

the shape of XA and XLD spectra quite

well (Fig. 3.16).

There is a small disagreement be-

tween the theory and the experiment in

the relative intensities of the low energy

peak of the XA spectra in both the po-
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larizations. Also, the theoretically calculated high energy peak in the XLD spectrum at

around 9690 eV is slightly shifted to higher energies as compared with the experiment.

XA spectra at the O 𝐾 edge. XA spectra at the oxygen 𝐾 edge were measured

by Kumar et al. [93] in the (Zn1−𝑥Co𝑥)O (𝑥 = 0, 0.01, 0.03, and 0.05). The O 𝐾 edge

spectra fundamentally reveal a transition from the O 1𝑠 core state to the unoccupied

O 2𝑝 derived states, which are hybridized with the relatively narrow 3𝑑 band and

broader 4𝑠𝑝 bands of the Co ions. Fig. 3.17 presents experimentally measured [93] O

𝐾 XA spectra of (Zn1−𝑥Co𝑥)O (𝑥 = 0, 0.01) in comparison with the calculations. The

spectra for Co-doped ZnO possess several fine structures such as the major peak 𝑏 at

535 eV with a low energy shoulder, a double peak 𝑐 occurring in the 538–542 eV energy

range, a wide high energy structure 𝑑 and a small near-edge peak 𝑎 at about 528 eV.

In the theoretical calculations it is found the major peak 𝑏 is due to transition to non-

dispersive O 2𝑝 states located at 5–7 eV above 𝐸F (see Fig. 3.11). The spectral feature 𝑐

is attributed to the hybridization between O 2𝑝 and Zn/Co 4𝑝 states. The structure 𝑑
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Figure 3.17. The experimentally measured [93] (cir-
cles) XA spectra at the O 𝐾 edge in the ZnO (upper
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comparison with the theoretically calculated ones
(full lines).

above 550 eV is assigned to the hy-

bridization between O 2𝑝 and Zn and Co

4𝑝/4 𝑓 states. By comparing the O𝐾 XA

spectra of Co-doped ZnO (lower panel of

Fig. 3.17) with that of undoped ZnO (up-

per panel of Fig. 3.17), one observes that

an extra spectral feature evolve at 528 eV

(marked by 𝑎) and that the intensity of

this feature increases with Co doping

[93], suggesting a strong hybridization

of O 2𝑝 orbitals with Co 3𝑑 states. This

feature originates in Co doping, and it

is ascribed to dipole transitions from O

1𝑠 to O 2𝑝 states that are hybridized

with the unoccupied states of Co 3𝑑 just

above the 𝐸F at the 0 to 0.7 eV energy
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range (see Fig. 3.11). Thus, the intensity of this peak represents the Co 3𝑑 DOS. A

continuous increase of this peak with Co doping indicates more unoccupied states at

the Co 3𝑑 levels.

The intensity of the peak 𝑎 is much smaller in our theoretical calculations in com-

parison with the experiment [93]. On the other hand, Thakur et al. [74] measured the

XA spectra at the oxygen 𝐾 edge in the (Zn1−𝑥Mn𝑥)O for 𝑥 = 0.03, 0.05, 0.07, 0.10,

and 0.15. They also found that the low energy peak near the 𝐾 edge increases with in-

creasing Mn concentration. Although, the intensity of the peak is much smaller in their

measurements in comparison with the corresponding peak intensity in the (Zn,Co)O in

Ref. [93]. The measurement of Kumar et al. [93] in the (Zn1−𝑥Co𝑥)O for 𝑥 = 0.01

corresponds approximately to those of Thakur et al. [74] in (Zn1−𝑥Mn𝑥)O for 𝑥 = 0.15.

The calculations almost perfectly reproduce the concentration dependence of the peak 𝑎

observed in the Ref. [74] for the (Zn,Mn)O DMSs. The authors of Ref. [244] also

measured the XA spectrum at the oxygen 𝐾 edge in (Zn1−𝑥Cu𝑥)O for various 𝑥 and

found relatively low intensity of the corresponding near-edge XA fine structure, similar

to the measurements on the (Zn,Mn)O DMSs [74] and these calculations. The nature

of such a very intense low energy peak in (Zn,Co)O observed experimentally in the

Ref. [93] is still not clear and needs an additional experimental study.

Possible reasons for the increase of the intensity of this peak might be sought in

surface effects. To investigate the influence of the surface on the XA and XMCD spectra

one may apply two different methods, namely, total fluorescent yield (TFY) and total

electron yield (TEY) spectroscopy. The TFY method can be considered as mostly a bulk

method because it has the probing depth of ∼10–100 nm, while TEY gives increased

sensitivity to the surface of the layers with probing depth of ∼3 nm. Thakur et al. [244]

measured the XA at the O 𝐾 edge in the (Zn,Cu)O using both the TFY and TEY

detection modes. They found noticeable increase of XA at the low energy shoulder of

the peak 𝑏 around 532 eV using the TEY detection mode in comparison with the TFY

one. On the other hand, Kumar et al. [93] claimed that the spectra in the two modes

turned are nearly identical in the case of the (Zn,Co)O.

The oxygen vacancies have minor influence on the shape of the O 𝐾 XA spectrum.
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This is probably because there are a relatively small number of the oxygen ions which

are influenced by the vacancies in comparison with a total number of the oxygen ions

in the unit cell. The low energy peak 𝑎 which due to Co 3𝑑 − O 2𝑝 hybridization only

became slightly broader when oxygen vacancies are introduced.

3.6 Conclusions for Chapter 3

The electronic band structure and x-ray spectra of (Zn,T)O diluted magnetic semicon-

ductors (T = V, Mn, Fe, and Co) have been investigated theoretically within a LSDA in

the framework of the SPR LMTO band structure method.

The shape of the V 𝐿2,3 XMCD spectra is explained only by suggesting the AFM

ordering between the V ions situated at the largest possible distance between V atoms

with different spins and only in the presence of an oxygen vacancy located in the first

neighborhood of the second V atom. Adding extra Zn atoms improves the agreement

between the theory and the experiment as well. The lattice relaxation is found to be

very important in the presence of the oxygen vacancy as well as Zn excess.

The oxygen deficiency is responsible for the double-peak structure of the dopant

𝐿3 XA spectrum of the (Zn,T)O DMS for T = Mn and Co. The oxygen vacancy has

minor influence on the shape of the O and Zn 𝐾 XA spectra. Zn excess only slightly

improved the agreement with the experiment by increasing the intensity of the high-

energy features of x-ray spectra. The intensity of small pre-peak structure in the O𝐾 XA

spectrum appears with increasing T concentration, suggesting a strong hybridization of

O 2𝑝 orbitals with T 3𝑑 states. This peak is a fingerprint of the T 3𝑑 states. Because

of the uniaxial crystal symmetry of the wurtzite lattice, the final states are split by

the crystal field. The XLD is purely a result of this symmetry and reproduced in the

calcuations.

The main peaks of Fe x-ray spectra of (Zn,Fe)O DMS are reproduced in the ideal

crystal structure with one substituted Fe3+ atom. The substituted Fe2+ atom and the

oxygen vacancy mostly form the low energy peaks of the double-peak Fe x-ray spectra.



CHAPTER 4

ELECTRONIC BAND STRUCTURE AND X-RAY SPECTRA

IN A-SITE ORDERED DOUBLE PEROVSKITES

4.1 CaMnTi2O6

The original results discussed in this Section are published in [4].

4.1.1 Crystal structure and details of calculations

CaMnTi2O6 possesses the noncentrosymmetric space group 𝑃42𝑚𝑐 (No. 105),

which is a subgroup of 𝑃42/𝑚𝑚𝑐 [129]. The crystal structure of CaMnTi2O6 is shown

in Fig. 4.1. There are two Mn2+ sites, two Ca2+ sites, one Ti4+ site, and five O2− sites

in this tetragonal structure. Each cation is completely ordering in their site. The crystal

parameters of CaMnTi2O6 are presented in Table 4.1.

The octahedral B positions are occupied by Ti4+ ions. In the A-site, Ca2+ alter-

nate with Mn2+ ions along 𝑎 and 𝑏 axes forming a columnar ordered structure. In

addition, the two Mn positions exhibit different coordination: tetrahedral at Mn1 sites

x y

z

Ca

Mn1

Mn2

Ti

O1
O2
O3
O4

O5

Figure 4.1. Crystal structure of the ferroelectric CaMnTi2O6.



82

Table 4.1. The atomic positions of CaMnTi2O6
at room temperature. The lattice parameters are
𝑎 = 7.5376 Å, and 𝑐 = 7.6002 Å [110].

Atom Site 𝑥 𝑦 𝑧

Ca1 2𝑎 0 0 0

Ca2 2𝑏 0.5 0.5 0.0385

Mn1 2𝑐 0 0.5 0.5162

Mn2 2𝑐 0 0.5 0.0557

Ti 8 𝑓 0.255 0.2461 0.270

O1 4𝑒 0.291 0.5 0.289

O2 4𝑑 0.294 0 0.820

O3 4𝑑 0.202 0 0.227

O4 4𝑒 0.210 0.5 0.717

O5 8 𝑓 0.1976 0.2805 0.013

and pseudosquare planar at Mn2 (Fig. 4.1).

In contrast to the centrosymmetric double

perovskite structure adopted by CaFeTi2O6

(𝑃42/𝑛𝑚𝑐) [245], Ti4+ ions in CaMnTi2O6

are shifted from the basal plane of the octa-

hedron along the 𝑐 axis, losing spatial inver-

sion [129]. These distortions result in a po-

lar structure. Similar to that of CaFeTi2O6,

the structure of CaMnTi2O6 is based on a

framework of corner-sharing of TiO6 octa-

hedra with 𝑎+𝑎+𝑐− tilting in Glazer’s nota-

tion [116] and the Mn2+ and Ca2+ are or-

dered into columns directed along the 𝑐-

axis. For its part, Mn2+ ions with square-

planar coordination suffer a similar displacement (see the shift of Mn2 atoms along 𝑧

direction in Fig. 4.1). Indeed, the reduced crystal field energy provided by their 𝑑5

valence band configuration allows high coordination symmetry freedom. As a conse-

quence, a remnant polarization of 3.5 mC/cm2 gets measured at room temperature [110].

The agreement between the theoretically calculated and experimentally measured

x-ray spectra becomes much better with taking into account strong Coulomb corre-

lations, so the LSDA+𝑈 method (see the end of Chapter 2). The constrained LSDA

calculations for CaMnTi2O6 give 𝐽 = 0.9 eV and 0.85 eV for the Mn and Ti, respectively.

The Hubbard 𝑈 is treated as an external parameter and varied from 3.0 eV to 7.0 eV to

achieve the best agreement with the experiment. The value of𝑈eff = 𝑈− 𝐽 = 3.1 eV and

3.15 eV for Mn and Ti, respectively, gives the best agreement between the calculated

and experimental XMCD spectra in CaMnTi2O6.

The calculations have been carried out including a hole at the core orbital using the

supercell approximation. The supercell used is as large as 2 × 2 × 2 of initial unit cell.

At one of the Ti (Mn) atoms a hole at the 2𝑝1/2 or 2𝑝3/2 levels is created separately for

the self-consistent GGA+𝑈 calculations of the 𝐿2 and 𝐿3 spectra, respectively.
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4.1.2 Electronic band structure

Electronic band structure and DOSs. Usually ferroelectric oxides, such as BaTiO3

and KNbO3, are wide-gap (𝐸𝑔 > 3.0 eV) insulators. On the other hand, multiferroics

BiFeO3 (𝐸𝑔 = 2.7 eV) and Bi2FeCrO6 (𝐸𝑔 = 1.4–2.7 eV) have lower band gaps suit-

able for absorption of visible light [130]. The self-consistent calculations reveal a
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Figure 4.2. Partial DOS [in states/(atom eV)] of
CaMnTi2O6 in the GGA+𝑈.

semiconducting electronic structure in

the CaMnTi2O6 with energy gap of

2.52 eV in Γ symmetry point. One

should mention Gou et al. [130] have

got slightly larger energy gap of 2.88 eV

for the𝐶 type AFM order in CaMnTi2O6

using Vienna Ab initio Simulation Pack-

age code (VASP) [219, 220, 239, 240].

Figure 4.2 presents partial DOS for

CaMnTi2O6. The O 2𝑠 states are located

mostly between –15.7 eV to –18.2 eV be-

low the 𝐸F. Very narrow oxygen peak

situated apart of the major 2𝑝 PDOS at

–15.7 eV belongs to the O1 site. The 2𝑝

states of the oxygen are found between

–5.9 eV to –0.3 eV in CaMnTi2O6, how-

ever, small amount of empty 2𝑝 oxygen

states are appeared from 3 eV to 16 eV

above the 𝐸F due to hybridization with

3𝑑 transition metal states. The spin split-

ting of the oxygen 2𝑝 states is quite small

around 0.1 eV. The Ti 3𝑑 states are situ-

ated at –5.8 eV to –0.4 eV below the 𝐸F

and at 2.8 eV to 9 eV above the 𝐸F. The
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Ca 3𝑑 empty states occupy the 6.8–9.2 eV energy interval, Ca 4𝑝 empty states are at the

12 eV to 16 eV and Ca 4 𝑓 states are occupied the 17.5 eV to 40 eV above the 𝐸F.

Mn 3𝑑 states occupy the energy interval between –5.7 eV and the 𝐸F and between

3.0 eV and 5.0 eV. They hybridize strongly with the O 2𝑝 states. The self-consistent cal-

culations reveal an 𝐶 type AFM arrangement of Mn magnetic moments in CaMnTi2O6.

The two Mn positions exhibit different coordination (see Fig. 4.1): tetrahedral (two O2

and two O4 types) at Mn1 site and pseudosquare planar at Mn2 site (four O4 types).

Due to different types of O atoms surrounding the Mn ions and different Mn-O inter-

site distances Mn1 and Mn2 possess different valence and different magnetic moments.

The Mn1 and Mn2 ions possess valence of 1.9+ and 2.2+, respectively. Spin magnetic

moments are equal to 4.527 𝜇B and –4.628 𝜇B for the Mn1 and Mn2, respectively (see

Table 4.2). The shapes of the 3𝑑 partial DOSs are also differ from each other. There is

a small energy gap of 0.25 eV between occupied 3𝑑 PDOS and the 𝐸F for the Mn1 site.

On the other hand, there is a strong peak at –0.1 eV in the 3𝑑 PDOS without energy

gap at the Mn2 site. Besides, the Mn2 empty 3𝑑 PDOS possesses strong narrow peak at

5 eV above the 𝐸F (see insert in Fig. 4.2), which is absent at the Mn1 site. Similar peaks

at –0.1 eV and 5 eV can be finding in the oxygen 2𝑝 PDOS at the the O5. Therefore,

such features in the 3𝑑 PDOS at the Mn2 site can be explained by strong hybridization

between Mn2 3𝑑 states and oxygen 2𝑝 states of O5 near-neighbors.

The crystal field at both the Mn sites (𝐶2v point symmetry) causes the splitting of

Mn 3𝑑 orbitals into one doublet 𝑎1 (𝑑3𝑧2−1 and 𝑑𝑥2−𝑦2) and three singlets 𝑏1 (𝑑𝑥𝑧), 𝑎2

(𝑑𝑥𝑦), and 𝑏2 (𝑑𝑦𝑧). Ti site possesses 𝐶1 point symmetry and Ti 3𝑑 states split into five

𝑎 singlets 𝑑𝑥𝑧, 𝑑𝑥𝑦, 𝑑𝑦𝑧, 𝑑3𝑧2−1, and 𝑑𝑥2−𝑦2.

Magnetic moments. Estimation of the magnetic moment values using the sum

rules for experimentally measured at 5 K and external magnetic field of 6 T XA and

XMCD spectra [110] gives for Ti 𝑚S = 0.018 𝜇B and 𝑚L = –0.013 𝜇B. The band

structure calculations yield the magnetic moments for the Ti atoms 𝑚S = 0.018 𝜇B and

𝑚L = –0.001 𝜇B (see Table 4.2). It shows excellent agreement with experiment for

the spin moment, however, the theory produces much smaller Ti orbital moment. The

explanation such the disagreement is in the nature of the sum rules. XMCD sum rules
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are derived within an ionic model using a number of approximations [167, 246]. The

applying of the sum rules (Eq. 2.179) for the theoretically calculated XA and XMCD

spectra produces the orbital magnetic moment 𝑚L = –0.017 𝜇B at the Ti site with much

better agreement with the experimental estimations.

Current band structure calculations give the values for the Mn1 ion 𝑚S = 4.527 𝜇B,

𝑚L = 0.002 𝜇B, for the Mn2 ion 𝑚S = –4.628 𝜇B and 𝑚L = –0.003 𝜇B. The Mn spin

moment are in good agreement with the result of VASP calculations𝑚S = 4.57 𝜇B [130].

The sum rules yield much smaller Mn spin moments 𝑚S = 0.733 𝜇B at 5 K and

𝑚S = 0.558 𝜇B at 25 K (above 𝑇N) [110]. One should mention that XMCD technique

are not able to measure the separate contributions from different Mn sites. Therefore,

the sum rules provide averaged Mn spin magnetic moment. For the AFM order-

ing and equivalent Mn sites one would expect zero averaged Mn spin moment. The

imbalance in the Mn spin moments might be from several reasons: crystal imper-

fections (mostly due to the oxygen vacancies), nonequivalent Mn1 and Mn2 sites due

to different coordinations (tetrahedral at Mn1 sites and pseudosquare planar at Mn2),

and influence of the external magnetic field used in the experimental measurements

Table 4.2. The theoretically calculated spin𝑚S,
orbital𝑚L, and total magnetic moments (in 𝜇B)
of CaMnTi2O6.

Atom 𝑚S 𝑚L 𝑚tot

Ca1 −0.003 0.0 −0.003

Ca2 0.002 0.0 0.002

Mn1 4.527 0.002 4.597

Mn2 −4.628 −0.003 −4.631

Ti 0.018 −0.001 0.017

O1 0.010 0.0 0.010

O2 0.013 0.0 0.013

O3 0.005 0.0 0.005

O4 0.015 0.0 0.015

O5 −0.017 0.0 −0.017

(6 T) [110]. Current theoretical calcula-

tions produce smaller magnetic imbalance of

0.101 𝜇B because we take into account only

non-equivalency of the Mn1 and Mn2 sites.

The experimentally estimated Mn or-

bital moment 𝑚L was found to be equal to

0.026 𝜇B at 5 K and 0.003 𝜇B at 25 K. Both

of these values are larger than the theoretical

results (see Table 4.2). Again, this discrep-

ancy is due to the imperfection of sum rules.

The application of the sum rules for the the-

oretically calculated XA and XMCD spectra

produces much larger orbital magnetic mo-

ments (–0.033 𝜇B and 0.007 𝜇B at the Mn1
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and Mn2 sites, respectively) with better agreement with the experimental data.

The induced spin magnetic moments at the O1 to O4 sites are aligned along the 𝑐

axis and are varied from 0.005 𝜇B for the O3 site to 0.015 𝜇B for O4. Spin magnetic

moments at the O5 sites (which are the first neighbors for the Mn2 ions) are AF ordered

to other oxygens and possess largest spin magnetic moment of –0.017 𝜇B. The orbital

moments at the oxygen sites and are not excided 0.001 𝜇B.

4.1.3 XA and XMCD spectra

Ti 𝐿2,3 XA and XMCD spectra. Figure 4.3 (upper panel) shows the XA spectra

(open circles) at the Ti 𝐿2,3 edges in CaMnTi2O6 measured at 5 K [110] with a 6 T mag-

netic field applied along the 𝑐 axis compared with the theoretically calculated ones in the

GGA+𝑈. The experimentally measured Ti 𝐿2,3 XA spectra consist of four major peaks in
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Figure 4.3. Top panel: the XA spectra (open circles)
at Ti 𝐿2,3 edges in CaMnTi2O6 measured at 5 K [110]
with a 6 T magnetic compared with the theoretically
calculated ones with taking into account of core-
hole effect (full blue curves) or the without core-hole
effect (dashed red curves). Lower panel: the XMCD
experimental spectra (open circles) of CaMnTi2O6 at
the Ti 𝐿2,3 edges and the theoretically calculated one
(full blue line) with taking into account core-hole
effect.

the range of 457–469 eV. The two peaks

with lower energy are Ti 𝐿3 edge while

the two peaks with higher energy are Ti

𝐿2 edges. The Ti4+ cation is in octahe-

dral coordination with oxygen where the

local octahedron gets elongated along

the 𝑐 axis in CaMnTi2O6. It is well

known that when the Ti ion is octahe-

drally coordinated, the two peaks of Ti

𝐿3 and 𝐿2 will split into two main sep-

arate peaks 𝑒g and 𝑡2g [247]. The sepa-

ration between these two main peaks is

associated with the crystal-field splitting

modified by the exchange interaction.

Because the SO splitting of the core Ti

2𝑝 level (Δ𝐸SO = 5.74 eV) and the Ti 3𝑑

crystal-field splitting modified by the ex-

change interaction (Δ𝐸CF = 3.3 eV) are
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of the same order of magnitude the 𝐿3 and 𝐿2 XA spectra are strongly overlapped. The

four experimentally observed intense peaks from 457 eV to 469 eV can be, to a first

approximation, assigned to 2𝑝3/2 → 𝑒g, 2𝑝3/2 → 𝑡2g, 2𝑝1/2 → 𝑒g, and 2𝑝1/2 → 𝑡2g

transitions, respectively. However, the 2𝑝1/2 → 𝑒g and 2𝑝1/2 → 𝑡2g transitions (𝐿2

spectrum) contribute also to the two low energy peaks. The theory reproduces the

energy position of all the fine structures quite well, however, does not reproduce the ex-

perimentally observed 𝐿3/𝐿2 XA ratio. It is well known that the 𝐿2 and 𝐿3 XA channels

in early 3𝑑 transition metals with nearly empty 𝑑 bands are strongly coupled through the

photoelectron-core-hole Coulomb and exchange interactions [214, 243, 248, 249]. This

leads to a branching ratio close to 1:1, far from the statistical ratio 2:1, which is obtained

in the single-particle theory, unless the SO interaction in the final 3𝑑 band is consid-

ered. From the band structure calculations the 𝐿3/𝐿2 branching ratio equals to 1.65

which is far from the experimentally observed. The core hole interactions significantly

improve the agreement between theoretically calculated and experimentally measured

Ti 𝐿2,3 XA spectra in CaMnTi2O6 [see Fig. 4.3 (upper panel)]. Taking into account the

core-hole effect the 𝐿3/𝐿2 branching ratio equals 1.2 with much better agreement with

the experiment.

In spite of the nominally nonmagnetic character of Ti4+ (𝑑0), there are induced spin

and orbital magnetic moments at the Ti sites due to the hybridization between Ti 𝑑

states and Mn 𝑑 states in CaMnTi2O6 (see Table 4.2). The experimental measurements

recorded a tiny XMCD signal under the application of a large magnetic field [110].

The XMCD spectra at the Ti 𝐿3 and 𝐿2 edges show quite complicated shapes with

several negative and positive peaks. The GGA+𝑈 approach with taking into account

core-hole effect reasonably well reproduces the shape of two major peaks at the 𝐿3 edge

in the 457–459 eV energy interval as well as at the 𝐿2 at 464.5 eV. Other features are

reproduced with less accuracy, however, it is hard to achieve ideal agreement with the

experimental measurements with such tiny detected XMCD signal.

Mn 𝐿2,3 XA and XMCD spectra. Figure 4.4 (upper panel) shows the XA spectra

(open circles) at Mn 𝐿2,3 edges in CaMnTi2O6 measured at 5 K [110] with a 6 T magnetic

field applied along the 𝑐 axis compared with the theoretically calculated ones in the
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Figure 4.4. Top panel: the XA spectra (open circles)
at Mn 𝐿2,3 edges in CaMnTi2O6 [110] compared
with the theoretically calculated ones for the Mn1
site (full blue line) and for the Mn2 site (dashed red
line); lower panel: the XMCD experimental spectra
(open circles) of CaMnTi2O6 at the Mn 𝐿2,3 edges
and the theoretically calculated ones for the Mn1 site
(full blue line) and for the Mn2 site (dashed red line).

GGA+SO+𝑈. The Mn 𝐿3 XA spectrum

possesses four fine structures: major

peak at 640 eV, tiny low energy shoulder

at 637.8 eV, and two high energy peaks

at 641.5 eV and 640 eV. The theory re-

produces the energy position and inten-

sity of the major peak and shoulder at

637.8 eV quite well but fails to describe

the high energy peak at 644 eV, which

likely has satellite nature.

As was mentioned above, the Mn1

and Mn2 ions possess valence of 1.9+

and 2.2+, respectively. It is well known

that as the valence changes from Mn2+

to Mn3+ and to Mn4+ states, the 𝐿3 XA

spectrum shows a shift toward higher

energy, and the spectral shape changes

with the number of 3𝑑 electrons [149].

Therefore, the contribution from the substitutional Mn2 ions with higher ionicity are

situated at higher energies and responsible for the high energy shoulder at 641.5 eV.

The lower panel of Fig. 4.4 presents the XMCD experimental spectra (open circles)

of CaMnTi2O6 at the Mn 𝐿2,3 edges and the theoretically calculated one for the Mn1

site (full blue line) and for the Mn2 site (dashed red line). The GGA+𝑈 calculations

reproduce all the fine structures of the experimental Mn 𝐿2,3 XMCD spectra quite well

except for the high-energy positive peak at around 644 eV, which probably has satellite

nature (Fig. 4.4). The theory also overestimates the intensity of the positive and negative

peaks at 641.5 eV and 642.5 eV. These structures are due to transitions from the 2𝑝 core

level to partially filled majority-spin 3𝑑 states at the Mn2 site. Such the disagreements

may be explain by the fact that our calculations presented in Fig. 4.4 have been done
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Figure 4.5. The theoretically calculated XA (top
panel) and XMCD spectra (middle panel) to-
gether with contributions from different oxygen
sites (lower panel) at the O 𝐾 edge in CaMnTi2O6.

for ideal crystal structure without possi-

ble lattice imperfections and without ex-

ternal magnetic field. The external mag-

netic field (6 T in Ref. [110]) might

change the spin orientation of some part

of Mn2 ions, as result, the sum XMCD

signal from the Mn2 sites will be re-

duced. This is in consistent with strong

imbalance of spin magnetic moments be-

tween nonequivalent Mn1 and Mn2 sites

observed experimentally [110].

We found that the core-hole effect has

a small influence on the shape of the XA

and XMCD spectra at the Mn 𝐿2,3 edges.

XA and XMCD spectra at O𝐾 edge.

Figure 4.5 presents the theoretically cal-

culated XA (top panel) and XMCD (mid-

dle panel) spectra for CaMnTi2O6 at the

O 𝐾 edge. The O 𝐾 XA spectrum ex-

tends on more than 40 eV and has the fine

structures typical for the oxygen 𝐾 XA

edge in various transition metal oxides [246]. The dichroism at the O 𝐾 edge is very

small. The O 𝐾 XMCD spectrum possesses quite complicated structure with several

minima and maxima. The lower panel shows the partial contributions from different

oxygen sites to the O 𝐾 XMCD spectrum. The largest contribution comes from the

first neighbors for the Mn2 ions, namely, O5 ions which possess largest spin and orbital

moments. The Mn2 ions are surrounded by two O2 and two O4 ions. The induced spin

magnetic moments at the O2 and O4 sites are aligned opposite to the O5 spin momenta

(see Table 4.2). As a result, the XMCD signal from the O2 and O4 sites has an opposite

sign to the O5 ones reducing significantly sum x-ray dichroism at the O 𝐾 edge.
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4.2 CaCo3V4O12

The original results discussed in this Section are published in [5].

4.2.1 Crystal structure and details of calculations

The crystal structure of CaCo3V4O12 (Fig. 4.6) can be considered as a variant of

the cubic perovskite oxide ABO3. The superstructure AA′
3B4O12, with space group

𝐼𝑚3̄ (No. 204), is formed by quadrupling the parent unit cell and replacing 3/4 of

the element A with A′. Due to the introduction of A′, the symmetry of the structure

is lowered by a large rotation of the BO6 octahedra, which brings four oxygen ions

closer to the A′ (Co) site to form a seemingly nearly square-planar environment. This

particular quadruple perovskite houses VO6 octahedra that are virtually regular: all

V-O distances are identical, and the O-V-O angles deviate from 90◦ by only 0.04◦

[131]. The CoO4 plaquettes are not as regular, with the O-Co-O angles being 93.6◦

Ca

Co

V

O

Figure 4.6. The crystal structure of CaCo3V4O12. There is square-planar oxygen coordination of the
Co2+ ions occupying the A′ sites and the octahedral network of V4+ ions.
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Table 4.3. Atomic positions of CaCo3V4O12
used in the band structure calculations. Lat-
tice parameter is 𝑎 = 7.3428 Å [131].

Atom Site 𝑥 𝑦 𝑧

Ca 2𝑎 0 0 0

Co 6𝑏 0 0.5 0.5

V 8𝑐 0.25 0.25 0.25

O 24𝑔 0 0.299 0.8115

and 86.4◦. The V ions separated by 𝑎/2 lie on

a simple cubic sublattice, while the Co ions

lie on a 𝑏𝑐𝑐 sublattice with the same nearest-

neighbor Co-Co distance. The two perovskite

A and B sublattices form a CsCl configuration,

making it likely that nearest-neighbor Co-V ex-

change interactions (versus Co-Co or V-V) are

the driving force for the magnetic order [250].

The crystal structure parameters of CaCo3V4O12 are presented in Table 4.3.

In the calculations the intrashell Coulomb repulsion 𝑈 and interorbital Hund mag-

netic coupling 𝐽 are applied to both Co and V sites: 𝑈Co = 5 eV, 𝐽Co = 1 eV,𝑈V = 3.4 eV,

𝐽V = 0.7 eV. Similar parameters were used by Rhee and Pickett [250].

4.2.2 Electronic band structure

Since the experimental evidence suggests the AFM order in CaCo3V4O12 [131], the

energy band structure of this double perovskite is obtained in the AFM state with and

without taking into account the SOC. The results are shown in Fig. 4.7. The collinear

AFM CaCo3V4O12 ground state within GGA [Fig. 4.7 (a, b)] as well as GGA+SO

[Fig. 4.7 (c)] is metallic. This contradicts with the electrical resistivity data which

suggest semiconducting behavior in the temperature range of 1.6–370 K [131]. Adding

an on-site Coulomb repulsion on each of the Co and V ions results in a Mott insulator

electronic structure of CaCo3V4O12 (see the lower panel of Fig. 4.7). The energy band

gap is rather small and equal to 0.109 eV at the Γ symmetry point.

The crystal field at the Co sites (𝐷2h point symmetry) causes the splitting of Co 3𝑑

orbitals into five singlets (𝑑𝑥𝑧, 𝑑𝑥𝑦, 𝑑𝑦𝑧, 𝑑3𝑧2−1, and 𝑑𝑥2−𝑦2). The V site possesses the 𝐶3

point symmetry and V 3𝑑 states split into one singlet 𝑎 (the combination of 𝑑𝑥𝑧, 𝑑𝑥𝑦,

𝑑𝑦𝑧 orbitals) and two doublets (𝑑3𝑧2−1, 𝑑𝑥2−𝑦2, and combination of 𝑑𝑥𝑧, 𝑑𝑥𝑦, 𝑑𝑦𝑧).

Both the Co2+ and V4+ ions in CaCo3V4O12 are expected to be magnetic and

Mott insulating, and carry a substantial orbital moment to account for the observed

Curie-Weiss moments. The calculations reveal that the Mott insulating character of
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Figure 4.7. The energy band structure and total DOS
[in states/(cell eV)] of AFM CaCo3V4O12 calculated
in GGA (a and b), GGA+SO (c), and GGA+SO+𝑈
(d).
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eV)] of AFM CaCo3V4O12 calculated in
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the open-shell Co ions arises mostly through the 𝑑3𝑧2−1 orbital with a small amount of

𝑑𝑥2−𝑦2 (see Fig. 4.9). The partial DOS of V ions is relatively small at the 𝐸F.

The Co2+ ions in the electronic configuration 𝑡52g𝑒
2
g are situated in the rectangular

CoO4 plaquettes, so one would expect a large Co orbital moment. From magnetic

susceptibility [131] and neutron diffraction measurements of CaCo3V4O12 the authors

of Ref. [127] suggest that the Co orbital moment has to exceed 1 𝜇B. The band structure

calculations confirm this suggestion. The spin and orbital magnetic moments for the

Co1 atom are 𝑚S = 2.606 𝜇B, 𝑚L = 1.227 𝜇B, for the Co2 they are 𝑚S = –2.524 𝜇B and
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Table 4.4. The theoretically calculated (in 𝜇B)
spin 𝑚S, orbital 𝑚L, and total 𝑚tot magnetic
moments in CaCo3V4O12.

Atom 𝑚S 𝑚L 𝑚tot

Ca1 0.009 0.018 0.027

Ca2 0.004 0.021 0.025

Co1 2.606 1.227 3.833

Co2 −2.524 −1.189 −3.713

V 1.037 −0.309 0.728

O1 0.010 −0.007 0.003

O2 −0.065 −0.008 −0.073

𝑚L = –1.189 𝜇B. The spin and orbital mag-

netic moments at the V site are equal to

𝑚S = 1.036 𝜇B and 𝑚L = –0.308 𝜇B. The Co

spin and orbital moments are parallel and the

magnetic moments of V are antiparallel that

agrees with Hund’s third rule.

The Ca spin and orbital magnetic mo-

ments are small for both sites. The induced

spin magnetic moments at the O1 and O2 sites

equal 0.010 𝜇B and –0.065 𝜇B, respectively.

The orbital magnetic moments are found to

be equal to –0.007 𝜇B and –0.008 𝜇B for the O1 and O2 sites, respectively (see Table 4.4).

Figure 4.8 presents the partial DOS for CaCo3V4O12. The O 2𝑠 states are located

mostly between –19.6 eV and –17.8 eV. The O 2𝑝 states are situated from –7.9 eV to

–1.9 eV, however, a small amount of them appears between –1.9 eV and –1.1 eV as well

as from –1.0 eV to 𝐸F due to their hybridization with the Co and V 3𝑑 valence states,

respectively. The spin splitting of the oxygen 2𝑝 states is quite small (around 0.2 eV).

The V 3𝑑 states are situated from –1.2 eV to 0 and from 0.1 eV to 5.4 eV above 𝐸F in the

majority spin channel. The spin-down V states are mostly empty and occupy the energy

interval from 0.9 eV up to 6.3 eV. There are some V 3𝑑 occupied states from –7.8 eV

to –1.2 eV due to their hybridization with the oxygen 2𝑝 valence states. The spin-up
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Figure 4.9. The symmetry resolved partial DOS [in
states/(atom eV)] of AFM CaCo3V4O12 calculated
in GGA.

Co 3𝑑 states are situated between

–7.8 eV and –1.2 eV below 𝐸F. There

is a small peak in the close vicinity of

the 𝐸F in the Co 3𝑑 states due to their hy-

bridization with V 3𝑑 states. The Co 3𝑑

spin-down states occupy the energy in-

terval from –7.1 eV to –1.5 eV and from

0.8 eV up to 3 eV. The Ca 3𝑑 empty states

occupy the 6.2–8.9 eV energy interval.
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Figure 4.11. Top panel: the experimental XA
spectrum (open circles) at the Co 𝐾 edge in
CaCo3V4O12 measured at 70 K [127] in compar-
ison with the theoretically calculated one. The
dotted black curve shows the background spec-
trum. Lower panel: the theoretically calculated
XMCD of CaCo3V4O12 at the Co 𝐾 edge. The
dashed red curve shows the quadrupole contribu-
tions to the spectra.

4.2.3 XA and XMCD spectra

XA and XMCD spectra in metals and alloys at the 𝐾 edge when the 1𝑠 core electrons are

excited to empty 𝑝 states in the dipole transitions are important since they are sensitive

to the electronic states at neighboring sites because of the delocalized nature of 𝑝 states.

Figure 4.10 presents the partial 4𝑝 DOSs of Ca, Co, and V ions in CaCo3V4O12

above the 𝐸F calculated in the GGA+SO+𝑈 for the AFM ordering. The 4𝑝 DOS in

the close vicinity of the 𝐸F are quite small. The first peak of 4𝑝 DOS starts at 6.8 eV,

10.2 eV, and 12.5 eV for Co, Ca, and V, respectively. The V 4𝑝 DOS is the smallest and

the one for Ca 4𝑝 is the largest. All the partial DOSs are extended far above the 𝐸F.

The upper panels of Fig. 4.11, 4.12, and 4.13 show the XA spectra (open circles) at

the Co, V, and Ca 𝐾 edges in CaCo3V4O12 measured at 70 K [127] in comparison with

the theoretically calculated ones (full blue lines) in the GGA+SO+𝑈. The Co 𝐾 XA
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Figure 4.12. Top panel: the experimental XA
spectrum (open circles) at the V 𝐾 edge in
CaCo3V4O12 measured at 70 K [127] in compar-
ison with the theoretically calculated one. The
dotted black curve shows the background spec-
trum. Lower panel: the theoretically calculated
XMCD of CaCo3V4O12 at the V 𝐾 edge. The
dashed red curve shows the quadrupole contribu-
tions to the spectra.
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Figure 4.13. Top panel: the experimental XA
spectrum (open circles) at the Ca 𝐾 edge in
CaCo3V4O12 measured at 70 K [127] in compar-
ison with the theoretically calculated one. The
dotted black curve shows the background spec-
trum. Lower panel: the theoretically calculated
XMCD of CaCo3V4O12 at the Ca 𝐾 edge. The
dashed red curve shows the quadrupole contribu-
tions to the spectra.

spectrum possesses a major peak at 7726 eV with a low energy shoulder at 7721 eV, two

small high energy shoulders at 7735 eV and 7742 eV, and a high energy fine structure at

7778 eV (see Fig. 4.11). The theory reproduces the energy position of the major peak

and the low and high energy shoulders quite well but fails to describe correctly the

position of the high energy peak at 7778 eV. The Co 𝐾 XA spectrum is extended over a

very large interval up to 75 eV above the edge, and it is difficult to expect that a linear

energy band structure method can describe the spectrum in such a large interval.

The V 𝐾 XA spectrum possesses two major peaks at 5485 eV and 5502 eV and a low

energy prepeak at 5470 eV being discussed later (see Fig. 4.12). The theory reproduces

well the energy position of two major peaks. Like in the case of Co 𝐾 XA spectrum,

the theory does not reproduce the energy position of the fine structure above 5530 eV.

The Ca 𝐾 XA spectrum possesses a two-peak fine structure at around 4049 eV and
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several small peaks between 4060 eV and 4120 eV (see Fig. 4.13). The theory reproduces

well the energy position of this two-peak structure, however, with inverse intensities of

the peaks. The calculations give the larger intensity for the high energy peak but the

experiment shows the larger intensity for the low energy peak. The structure of Ca 𝐾

XA spectrum reflects the energy distribution of the corresponding Ca 4𝑝 partial DOS

(see the lower panel of Fig. 4.10). There are two peaks at the partial DOS at 12 eV and

15 eV above the 𝐸F which produce the major two-peak structure in Ca 𝐾 XA spectrum.

The effect of the electric quadrupole 𝐸2 and magnetic dipole 𝑀1 transitions on

the XA and XMCD spectra at the transition metal 𝐾 edges is also investigated. The

𝑀1 transitions are extremely small in comparison with the 𝐸2 transitions and can be

neglected. The 𝐸2 transitions indeed contribute to the low energy XA spectra. Such

transitions are responsible for the pre-peak structures of all three 𝐾 XA spectra shown

in the inserts of Figs. 4.11, 4.12, and 4.13. The smallest 𝐸2 contribution is found for

the Co 𝐾 XA spectrum and the largest one for V 𝐾 XA one. The pre-peak in the Ca

𝐾 XA spectrum has a two-peak structure with the lower energy peak due to the dipole

𝐸1 transitions and the higher energy one due to the quadrupole 𝐸2 transitions (see the

insert of Fig. 4.13).

The lower panels of Fig. 4.11, 4.12, and 4.13 the XMCD spectra at the Co, V, and

Ca 𝐾 edges are shown, respectively. The exchange splitting of the initial 1𝑠-core state is

extremely small [251], therefore only the exchange and spin-orbit splitting of the final

2𝑝 states is responsible for the observed dichroism at the transition metal 𝐾 edge. For

this reason the dichroism is found to be very small, at least three orders of magnitude

smaller than the maximum of XA spectrum. The Co, V, and Ca 𝐾 XMCD spectra

possess quite complicated structures with several minima and maxima. The largest

contributions are found to come from the energy regions of the corresponding 3𝑑 states.

The contributions of the quadrupole 𝐸2 transitions to the XMCD spectra are one order

of magnitude smaller than the dipole 𝐸1 transitions, hence, four orders of magnitude

smaller than the intensity of the corresponding 𝐾 XA spectra. Therefore, the detection

of the quadrupole transitions in the XMCD spectra of these 3𝑑 𝐾 spectra is very close

to impossible.
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4.3 Conclusions for Chapter 4

The electronic band structure and XMCD spectra in CaMnTi2O6 and CaCo3V4O12 have

been investigated theoretically within a DFT GGA+𝑈 approach in the framework of the

SPR LMTO band-structure method.

In CaMnTi2O6 A-site Mn2+ ions stay in high-spin state 3𝑑5 and exhibit long-range

𝐶 type AFM order. Different Mn1 and Mn2 ions possess different valencies 1.9+ and

2.2+, and different magnetic moments 4.527 𝜇B and –4.628 𝜇B. The shapes of the 3𝑑

partial DOSs are also differ from each other. Due to the AFM ordering and different

coordinations (tetrahedral at Mn1 sites and pseudosquare planar at Mn2) the XMCD

spectra at the Mn 𝐿3 edge have opposite signs and are shifted to each other producing

the spectrum with major peak at 640 eV and two high energy shoulders at 641.5 eV and

644 eV. The core-hole effect was found to be small influence on the shape of the XA

and XMCD spectra at the Mn 𝐿2,3 and O 𝐾 edges, however, it significantly improves

the agreement between the theory and experiment at the Ti 𝐿2,3 edges.

CaCo3V4O12 possesses the AFM ordering and semiconducting behavior at low

temperature [131]. The Mott insulator state is reproduced in the calculations if an on-

site Coulomb repulsion on the Co and V ions is added. The energy band gap is rather

small and equal to 0.109 eV at the Γ symmetry point, and both the Co2+ and V4+ ions

are magnetic. The Mott insulating character of the open-shell Co ions arises mostly

through the 𝑑3𝑧2−1 orbital with a small amount of 𝑑𝑥2−𝑦2. A substantial orbital moment

over 1 𝜇B at the Co site is caused by a specific crystal structure of the compound.

The dichroism has been found to be very small at the Co, V, and Ca 𝐾 edges, at least

three orders of magnitude smaller than the XA spectra since the exchange splitting of

the initial 1𝑠-core state is extremely small and only the exchange and spin-orbit splitting

of the final 2𝑝 states is responsible for the observed dichroism at the 𝐾 XA edges. It

has been found the magnetic dipole 𝑀1 contributions at the transition metal 𝐾 edges are

extremely small in comparison with the 𝐸2 transitions and can be neglected. The 𝐸2

transitions indeed contribute to the low energy part of x-ray spectra. Such transitions

are responsible for the pre-peak structures of all three XA spectra at the 𝐾 XA edge.



CHAPTER 5

CONCLUSIONS

In the Chapter 3 it is shown that the presence of an oxygen vacancy located in the

first neighborhood of the second substitutional atom, additional Zn atoms and the lattice

relaxation are found to improve the agreement between the theory and the experiment.

For the different dopants T in (Zn,T)O one needs to make additional assumptions in

order to reproduce experimental x-ray spectra. For T = V one has to suggest the AFM

ordering between the V ions situated at the largest possible distance between V atoms

with different spin directions. For T = Mn and Co the main features of x-ray spectra

are reproduced without any additional assumptions, with the oxygen vacancy being

responsible for the double-peak structure of the Mn 𝐿2,3 spectra. For T = Fe one has to

assume there exist Fe atoms in Fe2+ and Fe3+ valence states. While Fe3+ valence is the

ground LSDA state, the Fe2+ one is reproduced in constrained LSDA+𝑈 only. Mixed

valence state is responsible for double-peak structure of the Fe 𝐿2,3 spectra.

In the Chapter 4 it is shown that in CaMnTi2O6 A-site Mn2+ ions stay in high-spin

state 3𝑑5 and exhibit long-range 𝐶 type AFM order. Different Mn1 and Mn2 ions

possess different valencies 1.9+ and 2.2+, and different magnetic moments. Due to the

AFM ordering and different local environment the XMCD spectra at the Mn1,2 𝐿3 edge

have opposite signs and are shifted to each other producing the total spectrum with

major peak accompanied by two high energy features. The core-hole effect significantly

improves the agreement between the theory and experiment at the Ti 𝐿2,3 edges only.

The Mott insulator state in CaCo3V4O12 is reproduced in the calculations if an

on-site Coulomb repulsion on the Co and V ions is added. The direct energy band gap

of 0.109 eV is opened at the Γ symmetry point and arises mostly through the Co 𝑑3𝑧2−1

orbital. A substantial orbital moment over 1 𝜇B at the Co site is caused by a specific

crystal structure of the compound. The dichroism is found to be very small at the Co,

V, and Ca 𝐾 edges since it arises only due to the exchange and spin-orbit splitting

of the final 2𝑝 states. The 𝐸2 transitions are responsible for the low energy pre-peak

structures of all three XA spectra at the 𝐾 XA edge. At this edge the magnetic dipole

𝑀1 contributions are extremely small as compared with 𝐸2 ones and can be neglected.
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